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ABSTRACT

In this paper we consider the numerical solution of the
equation f(x) = 0 on the interval D = [a,bl C R, for a real-
-valued function f, by the iterative process (1) from [11. For
this method we give some sufficient conditions for the convel;-

gence, and also prove the stopping ineqi.uality for n = 1,2,....
INTRODUCT!ON

We propose to consider the solution of f£f(x) =0,
x€D=[a,b] C R, by the iteration
(1) ) X4l = F(xn,c), n=0,1,cee,
where

- v - f(x) f(x) = 2f(c) | £(x)
2) Floe) = %= 700 - 2T He))

r

with a suitably chosen xj,c € D. Method (1) is considered in
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[1] with x, = a, ¢c= b and x, = b, ¢ = a, and some sufficient
conditions for its converges are given there. We shall give some
new sufficient conditions for the convergence of iteration (1)
and for the stopping inequality

(3) Ja = x_ .| <]xn+1—xn|, n=0,l,cee,-"

where a € D is the solution of £(x) = 0..

We shall consider the iterative process (1) unde; the
assunption that the equation x = F(x,c) has a root which coin-
cides with those of f(x) = 0 in the interval D, and no others.
First, we shall give some notations and assumptions.

Let the function £ satisfy the following conditions:

(F) f(a) <0 < £(b), £'(x) » 0, x € D.

These conditions imply that f € C(D) has one and only one root
a € (a,b). Let

D_ = [a,a), DO = [a'a]} D+ = (a,bl , D; = [a,bl ,

and let G(S,k), k > 2, be the class of functions

G(S,k) = {f3s f : SCR~+R, f 1is k times differentiable
on S, f(k)(x) >0, x €8} .

For the iterative process X4l = g(%), n=20,1,...,
the next theorem is well known. This theorem shall be used in
the proof of the convergence of (1).

THEQREM 1. Let the equation x = g(x) have on D
the unique solution a and let g € G(D:,l). If X et sa-
tigfies x, > g(xo), then the sequence X 1X reees generated
by X = g(xn), ne=20,1,..., converges to a and a € X <

n+1l
< X, n= O0,1lp000,

If we replace, in this theorem, D; by D;, p* by
D and X > g(xo) by X, < g(xo), then the sequence Xyr
Xivveoy generated by X4y = g(xn) » Converges to a and
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< X < a,n=20,1,.e. « Theorem 1 is also true if we repla-

X,
n n+1l
+
ce D; by A: and D" by A, where A; =[a,c) or
+
A; =[a,c], for some o < ¢ < b, and at = Ao\{a}.

1. ON THE ITERATIVE PROCESSES (1)

In this section we shall consider (1) under the assump-
tion (F) and -f € G(D),3) or -f € G(D,,3), and with a iffe-
rent choosing of X, and c.

From (2), a direct calculation reveals that

£(x) - 2f(c) ( £"(x) - £" (y)
20£(x) - £(e)) £7(x))% £ (¥IE'(c)

(4) F'(x,c) = £(x)

where y € (min(x,c), max(x,c)). Now, it easy to see that
F(a,c) = a, F'(a,c) = 0, and one can prove that f"(x)/(f’(x))2
is a monotone decreasing function on D;. From (4) follows:

(5) c € (a,b], f € G([ a,c),2),
-f € G([a,c),3) => F € G([a,c),1),

(6) c €{a,a), -f € G((¢c,a),2),
-f € G((c,a] ,3) => F € G((c,al,l) .

If f"(x) has only one zero B € D (from -f € G(D,3) it
follows that £" has at most one root in D), then

(7) c€ (a,bl], B<a, -fe€caeG(la,c),3)=>Fe€eaca,c),l),
(8) a<B, c € (a,B), -f € G([a,é),3) => F € G({a,c),1).

The choosing of the constant ¢ in (5), (6), (7) is simple,
i.e. ¢=Db or ¢ = a.
Applying Theorem 1, we have the next theorems.

THEOREM 2. Let £ seatisfy (F) and let £ € G(D;,Z),
+
-f € G(D°,3), c € (a,bl] and Xg € (a,c). Then the iterative



,120 Dragoslav Herceg, Nenad Petrovid¢

process (1) converges to the unique solution o of £f(x) =0,

1t 18 of gecond order, a < X 41

PROOF: The second order of convergence of the itera-
tion (1) follows from F(a,c) = a, F'(a,c) = 0. From (5) we
have F € G([a,c),1) and from (2) for x € (a,¢c) follows
F(x,c) < x, since

< X n=0,1,... «

f(x) -2f(c)  £(x) . £(x)-2f(c)*flx) .,
£ (x) £'(c) £ (x)

f(x)-£(c)<o0,

One can now apply Theorem 1.

THEOREM 3. Let f satisfy (F) and let -f € G(D;,Z),
-f € G(D;,3), c €la,a) and X, € (c,a). Phen the iterative
. process (1) converges to the unique solution a of f(x) =0,1it

i8 of seeond order  ,and x, < X 43 €0 n= 0,1,000 &

+1
PROOF: We need prove only that F(x,c) > x, for
x € (c,a). From (2) and (F) follows

f(x) - 2£(c) L B0 £(x) - 2f(c) + £(x)
£ (x) £f'(c) £’ (c)

f(x)- £(c)> 0, >0,

such that PF(x,c) > x.

THEOREM 4. Let f satisfy (F) and let -f€G(D;,3).
If f" has only one zero B € D and if

(a,b] if B < a,
c € x, € (a,c),
(a,B) <f a < B,

then iteration (1) converges to the unique solution a of

f(x) = 0,4t 28 of second order ;and o < X4 < X o n=0,1,....

PROOF: Using (7), (8), we see that under our assumption
FeG(la,c),1) and X, < X Now we can apply Theorem 1.

The iterative method (1) was studied in [1] only under
the next assumption on f : f satisfies (F), -f € G(D,2),
h™(y) <0, y € [f(a),f(b)], where h 1is the inwverse of f.

Using the result from [2], we have
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THEOREM 5. Let £ satisfy (F), £ € G(D,2),
-f € G(D},3). Let c € (a,bl, %, € (a,0) and let £'(b) < 2£'(a).
Then the stopping inequality (3) is wvalid for all n =0,1,...,

where Xyr Xypeons 18 generated by (1).

PROOF: From (2) we have

F(x,c) = x - £x) g(x) ,
£ (x)
where
g(x) = 1 - £(x) (1 - f'gx)) .
2(£(x) - £(c)) £’ (c)

Since f£'(c) » f£'(x), f(c) > £(x) for x € (a,c) C D;, we
have g(x) » 1, x € (0,c). From (5) we have F’(x,c) > 0,
x € (o,c). Now we can apply Theorem 2 from [2], with C; = [a,c),

C+ = (a,c).
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)

REZIME

BELESKA 0 JEDNOM ITERATIVNOM PROCESU

U radu se posmatra reSavanje jednééine_ f(x) = 0 u in-
tervalu D = [a,b], pri femu je f realna funkcija realne pro-
menljive, iterativnim postupkom (1) sa funkcijom koraka (2).
Pri tom se posmatraju razni izbori konstante c¢ 1 poZetne ite-
racije X Dati su neki dovoljni uslovi za konvergenciiju pos-
tupka (1), koji su razliditi od uslova datih u {11 . Takodje je
dokazana nejedna¥ina zaustavljanja (3) za taj postupak.



