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Abstract. This note is a continuation of the work described in the paper [4. We prove that there are two bounded complementary projection operators

$$
P=\nabla\left(\Delta^{-1} \operatorname{div}\right) \quad \text { and } \quad Q=\operatorname{Div}\left(\Delta^{-1} \operatorname{curl}\right)
$$

defined on the class of vectors fields $\vec{h} \in E$.
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## 1. Introduction and main result

Recently, S. Gala [3] proved a remarkable theorem to characterize the class of vector fields $\vec{h}$ which satisfies the commutator inequality

$$
\begin{equation*}
\left|\int_{\mathbb{R}^{d}} \vec{h} \cdot(\bar{u} \nabla v-v \nabla \bar{u}) d x\right| \leq C\|u\|_{\dot{H}^{1}}\|v\|_{\dot{H}^{1}} \tag{1.1}
\end{equation*}
$$

for all $u, v \in \mathcal{D}\left(\mathbb{R}^{d}\right)$. Here we use theorem 1 from [3] to decompose $\vec{h}$ in the form

$$
\vec{h}=\nabla g+\operatorname{Div} H
$$

in the distributional sense, where $g \in B M O\left(\mathbb{R}^{d}\right), H$ is a skew-symmetric matrix field such that $H \in B M O\left(\mathbb{R}^{d}\right)^{d^{2}}$ and Div : $\mathcal{D}^{\prime}\left(\mathbb{R}^{d}\right)^{d \times d} \rightarrow \mathcal{D}^{\prime}\left(\mathbb{R}^{d}\right)$ is the row divergence operator defined by

$$
\operatorname{Div}\left(h_{i, j}\right)=\left(\sum_{j=1}^{d} \partial_{j} h_{i, j}\right)_{i=1}^{d}
$$

See Stein ([8, Chapter IV) for the theory of $B M O$.
We start with some prerequisites for our main result. Let $B$ be a ball in $\mathbb{R}^{d}$, and let $L^{p}(B), p \geq 1$ be the space of real-valued functions $f$, defined on $B$ and such that $|f|^{p}$ is summable with respect to the Lebesgue measure. By $L^{\infty}(B)$

[^0]we denote the space of real-valued measurable functions $f$ that are essentially bounded on $B$. The symbol $\mathcal{D}(B)=C_{0}^{\infty}(B)$ stands for the set of all real-valued infinitely differentiable functions with a compact support in $B$.

A vector $\vec{v}=\left\{v_{1}, \ldots, v_{d}\right\}, v_{i} \in L^{1}(B)$, is said to be the gradient of a function $w \in L^{1}(B)$, if

$$
\int_{B} w \frac{\partial}{\partial x_{i}} \varphi d x=-\int_{B} v_{i} \varphi d x, \quad \forall \varphi \in \mathcal{D}(B), \quad i=1, \ldots, d .
$$

The gradient is denoted either by $\nabla w$ or by $\frac{\partial w}{\partial x}$.
Denote by $H^{1}=H^{1}(B)$ the Sobolev space formed by all functions in $L^{2}(B)$, whose gradients belong to $\mathbb{L}^{2}(B)=\left(L^{2}(B)\right)^{d}$. Equipped with the scalar product

$$
\left\langle w_{1}, w_{2}\right\rangle=\int_{B} \frac{\partial w_{1}}{\partial x_{i}} \frac{\partial w_{2}}{\partial x_{i}} d x+\int_{B} w_{1} w_{2} d x
$$

$H^{1}(B)$ becomes a Hilbert space. The norm correponding to the above scalar product is

$$
\|w\|_{H^{1}(B)}=\|w\|_{L^{2}(B)}+\|\nabla w\|_{L^{2}(B)}
$$

Among the subspaces of the space $H^{1}(B)$ that will be used in the sequel is the space $\dot{H}^{1}(B)$ which is the closure of the set $\mathcal{D}(B)$ in $H^{1}(B)$. The space $\dot{H}^{1}(B)$ is naturally associated with the Dirichlet problem, since the inclusion $w \in \dot{H}^{1}(B)$ represents an equivalent formulation for the boundary condition $\left.w\right|_{\partial B}=0$. The imbedding $\dot{H}^{1}(B) \subset L^{2}(B)$ is compact. Hereafter, immaterial constants are denoted by $C, c, \ldots$; they are not necessarily the same on the way of two consecutive occurences.

For any bounded domain $B$ the Friedrichs inequality

$$
\begin{equation*}
\|w\|_{L^{2}(B)} \leq c\|\nabla w\|_{L^{2}(B)}, \quad \forall w \in \dot{H}^{1}(B) \tag{1.2}
\end{equation*}
$$

holds with a constant $c$ independent of $w$. The inequality (1.2) implies that the functional $\|w\|_{H^{1}(B)}$ can be taken as an equivalent norm in $\dot{H}^{1}(B)$, and indeed, we shall always consider $\|w\|_{H^{1}(B)}$ as a norm in this space. The dual space of $\dot{H}^{1}(B)$, i.e. the set of all continuous linear functionals on $\dot{H}^{1}(B)$, is denoted by $H^{-1}(B)$. If $f$ is an element of $H^{-1}(B)$, then $\langle f, \varphi\rangle$ stands for the value of the functional $f$ applied to the element $\varphi \in \dot{H}^{1}(B)$.

For any vector field $\vec{h} \in \mathbb{L}^{2}(B)$, the divergence is an element of the space $H^{-1}(B)$ defined by the formula

$$
\langle\operatorname{div} \vec{h}, \varphi\rangle=-\int_{B} \vec{h} \cdot \nabla \varphi d x, \quad \forall \varphi \in \dot{H}^{1}(B)
$$

The following evident estimate holds :

$$
\|\operatorname{div} \vec{h}\|_{H^{-1}(B)}=\sup _{\|\varphi\|_{H^{1}(B)}=1} \int_{B} \vec{h} \cdot \nabla \varphi d x \leq\|\vec{h}\|_{\mathbb{L}^{2}(B)}
$$

A vector field $\vec{\beta}$ is said to be solenoidal if $\operatorname{div} \vec{\beta}=0$. For any vector field $\vec{v} \in \mathbb{L}^{2}(B)$ the relations

$$
\langle\operatorname{curl} \vec{v}, \varphi\rangle_{i, j}=\int_{B}\left(v_{j} \frac{\partial \varphi}{\partial x_{i}}-v_{i} \frac{\partial \varphi}{\partial x_{j}}\right) d x, \quad \forall \varphi \in \dot{H}^{1}(B), \quad i, j \in\{1, \ldots, d\}
$$

define a skew-symmetric matrix curl $\vec{v}$, whose elements belong to the space $H^{-1}(B)$.

A vector field $\vec{v}$ is said to be irrotational, or vortex-free if curl $\vec{v}=0$. We say that a vector field $\vec{v} \in \mathbb{L}^{2}(B)$ is potential if $\vec{v}$ can be represented in the form $\vec{v}=\nabla w$, where $w \in H^{1}(B)$. Obviously, any potential vector field is irrotational. For the sake simplicity, we shall often write curl $\vec{v} \in H^{-1}(B)$ instead of $(\operatorname{curl} \vec{v})_{i, j} \in H^{-1}(B)$.

We shall also have to deal with unbounded domains, e.g. $\mathbb{R}^{d}$. The notations $\mathcal{D}\left(\mathbb{R}^{d}\right), L^{2}\left(\mathbb{R}^{d}\right), H^{1}\left(\mathbb{R}^{d}\right)$ are clear from the previous consideration.

Of particular interest to us will be the divergence operator acting on matrix fields, where it is the formal adjoint to the differential operator

$$
\mathbf{D}: \mathcal{D}^{\prime}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right) \rightarrow \mathcal{D}^{\prime}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)
$$

We have

$$
\operatorname{Div}: \mathcal{D}^{\prime}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right) \rightarrow \mathcal{D}^{\prime}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)
$$

given explicitly by the formula

$$
\operatorname{Div} M=\left(\operatorname{div} M^{1}, \ldots, \operatorname{div} M^{d}\right)
$$

where, of course, $M^{i}$ are the row vectors of $M \in \mathcal{D}^{\prime}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$ (see [5]). Hence, for $M \in W_{l o c}^{1,1}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)$, we have

$$
\int_{\mathbb{R}^{d}}\langle\operatorname{Div} M, \Phi\rangle d x=-\int_{\mathbb{R}^{d}}\langle M, D \Phi\rangle d x
$$

for every test mapping $\Phi \in \mathcal{D}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)$. Notice that in fact the scalar product of matrices has been used here on the left-hand side :

$$
\langle M, N\rangle=\operatorname{Trace}\left(M^{t} N\right)=\sum_{i=1}^{d}\left\langle M^{i}, N^{i}\right\rangle
$$

The linear operators

$$
\begin{array}{rll}
\nabla & : & \mathcal{D}^{\prime}\left(\mathbb{R}^{d}\right) \rightarrow \mathcal{D}^{\prime}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right) \\
\operatorname{div} & : & \mathcal{D}^{\prime}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right) \rightarrow \mathcal{D}^{\prime}\left(\mathbb{R}^{d}\right) \\
\text { Div } & : & \mathcal{D}^{\prime}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right) \rightarrow \mathcal{D}^{\prime}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right) \\
\text { curl } & : & \mathcal{D}^{\prime}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right) \rightarrow \mathcal{D}^{\prime}\left(\mathbb{R}^{d}, \mathbb{R}^{d \times d}\right)
\end{array}
$$

owe much of their importance to the theory of Maxwell's equations [2]. In this connection, we recall that the Laplacian is an operator

$$
\Delta: \mathcal{D}^{\prime}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right) \rightarrow \mathcal{D}^{\prime}\left(\mathbb{R}^{d}, \mathbb{R}^{d}\right)
$$

defined coordinatewise on the vector field $\vec{h}=\left(h_{1}, \ldots, h_{d}\right)$ by

$$
\Delta \vec{h}=\left(\Delta h^{1}, \ldots, \Delta h^{d}\right)
$$

where $\Delta h^{i}$ is the usual Laplacian on functions,

$$
\Delta h^{i}=\sum_{j=1}^{d} h_{j j}^{i}
$$

We recall the well-known Hodge decomposition of the Laplacian which asserts

$$
\Delta \vec{h}=\nabla \operatorname{div} \vec{h}+\operatorname{Div} \text { curl } \vec{h}
$$

where the first component is curl-free, while the second component is div-free (see e.g. [6]).

The Maxwell equations for vacuum have the form (see e.g. [2])

$$
\begin{align*}
\partial_{t} E & =\operatorname{curl} H \\
\partial_{t} H & =-\operatorname{curl} E \\
\operatorname{div} E & =\operatorname{div} H=0, \tag{1.3}
\end{align*}
$$

where $E$ (resp. $H$ ) is the electric (resp. magnetic) field. Recall that $E(t, x)$, $H(t, x)$ are vector-valued functions from Minkowski space in $\mathbb{R}^{3}$. To pose correctly the Cauchy problem for the Maxwell equations we take the initial conditions:

$$
\begin{equation*}
E(0, x)=e(x), \quad H(0, x)=h(x) \tag{1.4}
\end{equation*}
$$

Then the equations $\operatorname{div} E=\operatorname{div} H=0$ in (1.3) show that the initial data have to satisfy the constraint conditions

$$
\begin{equation*}
\operatorname{div} e=\operatorname{div} h=0 \tag{1.5}
\end{equation*}
$$

Taking the evolution part

$$
\begin{align*}
\partial_{t} E & =\operatorname{curl} H \\
\partial_{t} H & =-\operatorname{curl} E, \tag{1.6}
\end{align*}
$$

of the Maxwell equations, we see that we can solve the Cauchy problem for (1.6) with initial data (1.4) satisfying the constraint conditions (1.5). Then, taking the div operator in the equations (1.6), we see that

$$
\partial_{t} \operatorname{div} E=\partial_{t} \operatorname{div} H=0
$$

so the constraint conditions (1.5) insure the elliptic part $\operatorname{div} E=\operatorname{div} H=0$ in the Maxwell equations (1.3).

Again, a simple reduction to the wave equation can be done. In fact, taking the time derivative in the first equation in (1.3) and using the relation

$$
\operatorname{curl} \operatorname{curl} E=-\Delta E
$$

provided $\operatorname{div} E=0$, we get

$$
\left(\partial_{t}^{2}-\Delta\right) E=0
$$

In a similar way one can see that $H$ also satisfies the wave equations.
Definition 1. Let $E$ be a linear space, and $E_{1}$ and $E_{2}$ the subspaces of $E$. We say $E$ is the direct sum of $E_{1}$ and $E_{2}$ and write

$$
E=E_{1} \oplus E_{2}
$$

if any $\vec{h} \in E$ can be uniquely decomposed as

$$
\vec{h}=\vec{\alpha}+\vec{\beta}, \quad \vec{\alpha} \in E_{1}, \quad \vec{\beta} \in E_{2}
$$

As we will show, this property characterizes projections, so we make the following definition.

Definition 2. A projection on a linear space $E$ is a linear map $P: E \rightarrow E$ such that

$$
P^{2}=P
$$

Any projection is associated with a direct sum decomposition. There is one-to-one correspondence between direct sum and linear operators $P$ satisfying $P^{2}=P$. Indeed, we have

Lemma 1. Let $E$ be a linear space. Then

$$
E=E_{1} \oplus E_{2}
$$

if and only if there is a linear operator

$$
P: E \rightarrow E
$$

with $P^{2}=P$, so that in the decomposition

$$
\vec{h}=\vec{\alpha}+\vec{\beta}, \quad \vec{\alpha}=P \vec{h}, \quad \vec{\beta}=(I-P) \vec{h}
$$

Moreover,

$$
E_{1}=P(E) \quad \text { and } \quad E_{2}=(I-P)(E) .
$$

As a consequence of theorem 1 in [4], we deduce that if

$$
|\langle\vec{h}, \bar{u} \nabla v-v \nabla \bar{u}\rangle| \leq C\|\nabla u\|_{L^{2}\left(\mathbb{R}^{d}\right)}\|\nabla v\|_{L^{2}\left(\mathbb{R}^{d}\right)}
$$

holds for all $u, v \in \mathcal{D}\left(\mathbb{R}^{d}\right)$, then $\vec{h}$ can be decomposed in the form

$$
\begin{equation*}
\vec{h}=P \vec{h}+Q \vec{h} \tag{1.7}
\end{equation*}
$$

where $P=\nabla\left(\Delta^{-1}\right.$ div $)$ and $Q=\operatorname{Div}\left(\Delta^{-1}\right.$ curl $)$ are two bounded complementary projection operators.

We now state our main result for arbitrary (complex-valued) distributions $\vec{h}$. Set $E$

$$
E=\left\{\begin{array}{c}
\vec{h} \in \mathcal{D}^{\prime}\left(\mathbb{R}^{d}\right)^{d}: \exists C>0, \forall u, v \in \mathcal{D}\left(\mathbb{R}^{d}\right)  \tag{1.8}\\
|\langle\vec{h}, \bar{u} \nabla v-v \nabla \bar{u}\rangle| \leq C\|\nabla u\|_{L^{2}\left(\mathbb{R}^{d}\right)}\|\nabla v\|_{L^{2}\left(\mathbb{R}^{d}\right)}
\end{array}\right\}
$$

Theorem 1. Assume $\vec{h} \in E$. Define $P$ and $Q$ respectively by

$$
\begin{equation*}
P=\nabla\left(\Delta^{-1} d i v\right) \quad \text { and } \quad Q=\operatorname{Div}\left(\Delta^{-1} \text { curl }\right) \tag{1.9}
\end{equation*}
$$

Then
(i)

$$
P \vec{h} \in E, \quad Q \vec{h} \in E
$$

(ii)

$$
P(P \vec{h})=P \vec{h}, \quad Q(Q \vec{h})=Q \vec{h}
$$

(iii)

$$
P \vec{h}+Q \vec{h}=\vec{h}
$$

The operators $P$ and $Q$ are called mutually complementary.
$\xrightarrow[\overrightarrow{~ A s ~ a ~ c o n s e q u e n c e ~ o f ~ t h i s ~ t h e o r e m, ~ w e ~ o b t a i n ~ a ~ b o u n d e d ~ l i n e a r ~ o p e r a t o r ~}]{\vec{h}}$ $P: \vec{h} \mapsto P \vec{h}$ from $E$ onto $E$ defined by $P \vec{h}=\vec{\alpha}$ with $\vec{\alpha}=\nabla\left(\Delta^{-1} \operatorname{div}\right) \vec{h}$.

Corollary 1. Let $\vec{h}=\vec{\alpha}+\vec{\beta}$ be the decomposition of $\vec{h} \in E$. Then

$$
P: E \rightarrow E
$$

defined by $P \vec{h}=\vec{\alpha}$ for all $\vec{h} \in E$, is a bounded linear operator with the norm $\|P\| \leq C$. Thus

$$
\|P \vec{h}\|_{E} \leq C\|\vec{h}\|_{E}, \text { for all } \vec{h} \in E
$$

$P$ has the following properties :

$$
\begin{aligned}
P \vec{\beta} & =0, \quad(I-P) \vec{h}=\vec{\beta}, \quad P^{2} \vec{h}=P \vec{h} \\
(I-P)^{2} \vec{h} & =(I-P) \vec{h}, \quad\langle P \vec{h}, \vec{g}\rangle=\langle\vec{h}, P \vec{g}\rangle
\end{aligned}
$$

for all $\vec{h}, \vec{g} \in E$, where $I$ denotes the identity.

From these properties we easily conclude that $P$ is a selfadjoint operator, and that $P=P^{\prime}$, where $P^{\prime}$ means the dual operator of $P$.

## 2. Some preliminary lemmas

We now give some lemmas which will be utilized in the following sections. In the sequel, we shall denote by $B=B(z, \rho)$ the ball with its center $z \in \mathbb{R}^{d}$ and its radius $\rho>0$.

Lemma 2. There is a constant $C$ (which depends only on d) such that for all balls $B$ and all $\vec{h} \in E$,

$$
\begin{equation*}
\|\operatorname{div} \vec{h}\|_{H^{-1}(B)} \leq C|B|^{\frac{1}{2}-\frac{1}{d}} . \tag{2.1}
\end{equation*}
$$

Proof. Let $v \in \mathcal{D}(B)$ be given and let $u$ be a function in $\mathcal{D}(B)$ such that $u=1$ on supp $v$. Then the following estimate is valid :

$$
\begin{aligned}
|\langle\vec{h}, \bar{u} \nabla v-v \nabla \bar{u}\rangle| & =|\langle\vec{h}, \nabla v\rangle|=|\langle\operatorname{div} \vec{h}, v\rangle| \\
& \leq C(d)\|\nabla u\|_{L^{2}\left(\mathbb{R}^{d}\right)}\|\nabla v\|_{L^{2}(B)} .
\end{aligned}
$$

Taking the infimum over all such $u$ on the right-hand side, we get

$$
|\langle\operatorname{div} \vec{h}, v\rangle| \leq C \sqrt{\operatorname{cap}(B)}\|\nabla v\|_{L^{2}(B)}
$$

where the capacity of a compact set $K \subset \mathbb{R}^{d} \operatorname{cap}($.$) is defined by ([7], sect.$ 11.15)

$$
\operatorname{cap}(K)=\inf \left\{\|u\|_{\dot{H}^{1}\left(\mathbb{R}^{d}\right)}^{2}: u \in \mathcal{D}\left(\mathbb{R}^{d}\right), u \geq 1 \text { on } K\right\} .
$$

Since for a ball $B$ in $\mathbb{R}^{d}$,

$$
\operatorname{cap}\left(B, \dot{H}^{1}\right) \simeq|B|^{1-\frac{2}{d}}
$$

the proof of the lemma is complete.
In order to prove our main result, the following lemma will be used.
Lemma 3. There is a constant $C(d)$ so that for all balls $B$ and all $\vec{h} \in E$,

$$
\begin{equation*}
\|\vec{h}\|_{\dot{H}^{-1}(B)} \leq C|B|^{\frac{1}{2}} . \tag{2.2}
\end{equation*}
$$

Proof. Let $B^{*}$ be the ball with the same center as $B$ but with the side length twice as long. Suppose that $v \in \mathcal{D}(B)$ and let $\varphi$ be a $C^{\infty}$ function taking values in $[0,1]$ with support in $B^{*}$ and so that $\varphi=1$ on $B$. Let us set $u=\left(x_{i}-z_{i}\right) \varphi$ $(i=\overline{1, d})$, where $z=\left(z_{i}\right)$ is the center of $B$. Then it is easy to see that

$$
\|\nabla u\|_{L^{2}\left(B^{*}\right)} \leq\|\nabla u\|_{L^{2}(B)} \leq C|B|^{\frac{1}{2}} .
$$

Next note that for such $u$ and $v$

$$
\begin{aligned}
\langle\vec{h}, \bar{u} \nabla v-v \nabla \bar{u}\rangle & =\langle\vec{h}, \nabla(\bar{u} v)-2 v \nabla \bar{u}\rangle \\
& =-\langle\operatorname{div} \vec{h}, \bar{u} v\rangle-2\langle\vec{h}, v \nabla \bar{u}\rangle \\
& =-\left\langle\operatorname{div} \vec{h},\left(x_{i}-z_{i}\right) v\right\rangle-2\left\langle h_{i}, v\right\rangle .
\end{aligned}
$$

Concerning $\left\langle\operatorname{div} \vec{h},\left(x_{i}-z_{i}\right) v\right\rangle$, we observe that by using (2.1), the Poincaré inequality with $v$ replaced by $\left(x_{i}-z_{i}\right) v$

$$
\begin{aligned}
\left|\left\langle\operatorname{div} \vec{h},\left(x_{i}-z_{i}\right) v\right\rangle\right| & \leq C|B|^{\frac{1}{2}-\frac{1}{d}}\left\|\nabla\left[\left(x_{i}-z_{i}\right) v\right]\right\|_{L^{2}(B)} \\
& \leq C|B|^{\frac{1}{2}-\frac{1}{d}}\left(\|v\|_{L^{2}(B)}+\left\|\left(x_{i}-z_{i}\right) \nabla v\right\|_{L^{2}(B)}\right) \\
& \leq C|B|^{\frac{1}{2}-\frac{1}{d}}\left(2|B|^{\frac{1}{d}}\|\nabla v\|_{L^{2}(B)}+\left\|\left(x_{i}-z_{i}\right) \nabla v\right\|_{L^{2}(B)}\right) \\
& \leq C|B|^{\frac{1}{2}}\|\nabla v\|_{L^{2}(B)}, \quad \forall v \in \mathcal{D}(B) .
\end{aligned}
$$

Since for every $i=\overline{1, d}$,

$$
\begin{aligned}
2\left|\left\langle h_{i}, v\right\rangle\right| & \leq|\langle\vec{h}, \bar{u} \nabla v-v \nabla \bar{u}\rangle|+\left|\left\langle\operatorname{div} \vec{h},\left(x_{i}-z_{i}\right) v\right\rangle\right| \\
& \leq C\|\nabla u\|_{L^{2}(2 B)}\|\nabla v\|_{L^{2}(B)}+C|B|^{\frac{1}{2}}\|\nabla v\|_{L^{2}(B)} \\
& \leq C|B|^{\frac{1}{2}}\|\nabla v\|_{L^{2}(B)}
\end{aligned}
$$

and we can conclude.
The $\nu$-th Riesz transform, $1 \leq \nu \leq d$, is a singular integral operator [9]

$$
\mathcal{R}_{\nu} f(x)=p \cdot v \cdot \int_{\mathbb{R}^{d}} \frac{\left(x_{\nu}-y_{\nu}\right)}{|x-y|^{d+1}} f(y) d y=\lim _{\epsilon \rightarrow 0} \int_{|x-y|>\epsilon} \frac{\left(x_{\nu}-y_{\nu}\right)}{|x-y|^{d+1}} f(y) d y
$$

The principal value integral above exists for all $x$ if $f$ is a compactly supported smooth function, and one has for such functions the $L^{p}$ estimate

$$
\left\|\mathcal{R}_{\nu} f\right\|_{L^{p}\left(\mathbb{R}^{d}\right)} \leq C\|f\|_{L^{p}\left(\mathbb{R}^{d}\right)}, \quad 1 \leq p<\infty
$$

for some positive constant $C$ independent of $f$. All higher-order transforms are automatically bounded because the partial differential operators commute, e.g., $\partial_{\nu} \partial_{\mu} \Delta^{-1}=\left(\partial_{\nu} \Delta^{-\frac{1}{2}}\right)\left(\partial_{\mu} \Delta^{-\frac{1}{2}}\right)$.

Fix $x \in \mathbb{R}^{d}$ and set

$$
\begin{aligned}
K_{\nu}(x, y) & =\frac{\partial K(x, y)}{\partial x_{\nu}}=c(d) \frac{\left(x_{\nu}-y_{\nu}\right)}{|x-y|^{d+1}} \\
K_{\nu, \mu}(x, y) & =\frac{\partial^{2} K(x, y)}{\partial x_{\nu} \partial x_{\mu}}=c(d)\left\{\frac{\delta_{\nu, \mu}}{|x-y|^{d}}-\frac{d\left(x_{\nu}-y_{\nu}\right)\left(x_{\mu}-y_{\mu}\right)}{|x-y|^{d+2}}\right\} .
\end{aligned}
$$

For a fixed cube $B$ in $\mathbb{R}^{d}$, we denote by $\left\{\omega_{j}\right\}_{j=0}^{\infty}$ a smooth partition of unity associated with $B$, i.e. fix $\omega_{0} \in \mathcal{D}(2 B)$ with the properties $\omega_{j} \in \mathcal{D}\left(2^{j+1} B \backslash 2^{j-1} B\right)$, $j \geq 1$ so that

$$
\begin{equation*}
0 \leq \omega_{j}(x) \leq 1, \quad\left|\nabla \omega_{j}(x)\right| \leq C\left(2^{j} r\right)^{-1}, \quad j \in \mathbb{N} \tag{2.3}
\end{equation*}
$$

where $C$ depends only on $d$. Finally, we have for all $x \in \mathbb{R}^{d}$,

$$
\sum_{j=0}^{\infty} \omega_{j}(x)=1
$$

In the following $\mathcal{R}_{i}=(-\Delta)^{-\frac{1}{2}} \partial_{i}$ (resp. $\left.\mathcal{R}_{i, m}=-\partial_{i} \partial_{m} \Delta^{-1}\right)(i, m=1, \ldots, d)$ denotes the Riesz transforms (resp. the double Riesz transforms) on $\mathbb{R}^{d}$ (see [8]) which are given respectively up to a constant multiple by

$$
K_{i}(x-y)=\frac{\left(x_{i}-y_{i}\right)}{|x-y|^{d}}, \quad K_{i, m}(x-y)=\frac{|x-y|^{2}-d^{-1}\left(x_{i}-y_{i}\right)\left(x_{m}-y_{m}\right)}{|x-y|^{d+2}}
$$

From this we derive the following lemma.
Lemma 4. There is a constant $C$ (which depends only on d) such that if supp $v \subset B$ and $\int_{B} v d x=0$, then

$$
\begin{equation*}
\left\|\nabla\left(\omega_{j} \Delta^{-1} d i v v\right)\right\|_{L^{2}\left(2^{j+1} B\right)} \leq C 2^{-j \frac{d}{2}}\|v\|_{L^{2}(B)} \tag{2.4}
\end{equation*}
$$

for all $j \geq 0$.
Proof. To prove (2.4), let $v \in \mathcal{D}(B)$. By the boundedness of $\mathcal{R}_{\nu, \mu}$ on $L^{2}\left(\mathbb{R}^{d}\right)$, it is obvious that, for $j$ equal to 0 or 1 , we have

$$
\begin{aligned}
\left\|\nabla\left(\omega_{j} \partial_{\nu} \Delta^{-1} v\right)\right\|_{L^{2}\left(2^{j+1} B\right)} & \leq\left\|\nabla \omega_{j}\left(\partial_{\nu} \Delta^{-1} v\right)\right\|_{L^{2}\left(2^{j+1} B\right)}+\left\|\omega_{j} \nabla\left(\partial_{\nu} \Delta^{-1} v\right)\right\|_{L^{2}\left(2^{j+1} B\right)} \\
& \leq C\left(|B|^{-\frac{1}{d}}\left\|\nabla \Delta^{-1} v\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}+\sum_{\mu=1}^{d}\left\|\mathcal{R}_{\nu, \mu} v\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right) \\
& \leq C\left(|B|^{-\frac{1}{d}}\left\|\nabla \Delta^{-1} v\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}+\|v\|_{L^{2}\left(\mathbb{R}^{d}\right)}\right)
\end{aligned}
$$

But, since supp $v \subset B$ and $\int_{B} v d x=0$, it follows from Poincaré's inequality
that

$$
\left\|\nabla \Delta^{-1} v\right\|_{L^{2}\left(\mathbb{R}^{d}\right)}=\left\|\nabla \Delta^{-1} v\right\|_{L^{2}(B)} \leq C|B|^{\frac{1}{d}}\|v\|_{L^{2}(B)}
$$

and so

$$
\left\|\nabla\left(\omega_{j} \partial_{\nu} \Delta^{-1} v\right)\right\|_{L^{2}\left(2^{j+1} B\right)} \leq C\|v\|_{L^{2}(B)}
$$

On the other hand, we have for $j \geq 2$ and for any $x \in 2^{j+1} B \backslash 2^{j-1} B$,

$$
\begin{aligned}
\left|\nabla\left(\omega_{j} \partial_{\nu} \Delta^{-1} v\right)(x)\right| \leq & \left|\nabla \omega_{j}(x)\right|\left|\partial_{\nu} \Delta^{-1} v(x)\right|+\left|\omega_{j}(x)\right|\left|\nabla \partial_{\nu} \Delta^{-1} v(x)\right| \\
\leq & C\left(2^{j} r\right)^{-1} \int_{B}\left|K_{\nu}(x-y)\right||v(y)| d y \\
& +\sum_{\mu=1}^{d} \int_{B}\left|K_{\nu, \mu}(x-y)\right||v(y)| d y \\
\leq & C\left(2^{j} r\right)^{-1} \int_{B} \frac{1}{|x-y|^{d}}|v(y)| d y \\
\leq & C\left(2^{j} r\right)^{-1} \frac{1}{[\operatorname{dist}(x, B)]^{d}} \int_{B}|v(y)| d y \\
\leq & C\left(2^{j} r\right)^{-d} \int_{B}|v(y)| d y \\
\leq & C\left(2^{j} r\right)^{-d}\left(\int_{B}|v(y)|^{2} d y\right)^{\frac{1}{2}}|B|^{\frac{1}{2}} \\
\leq & C 2^{-j d} r^{-\frac{d}{2}}\|v\|_{L^{2}(B)},
\end{aligned}
$$

since

$$
\left|K_{\nu}(x-y)\right| \leq \frac{C(d)}{|x-y|^{d}} \quad \text { and } \quad\left|K_{\nu, \mu}(x-y)\right| \leq \frac{C(d)}{|x-y|^{d}}
$$

Hence,

$$
\left\|\nabla\left(\omega_{j} \partial_{\nu} \Delta^{-1} v\right)\right\|_{L^{2}\left(2^{j+1} B\right)} \leq C 2^{-j \frac{d}{2}}\|v\|_{L^{2}(B)}, \quad \text { for all } j \geq 0
$$

Summing on $\nu$ yields the bound

$$
\left\|\nabla\left(\omega_{j} \Delta^{-1} \operatorname{div} v\right)\right\|_{L^{2}\left(2^{j+1} B\right)} \leq C 2^{-j \frac{d}{2}}\|v\|_{L^{2}(B)}
$$

We thus get the result.
We recall the well-know inequality.
Lemma 5. (Poincaré's inequality) Let $\delta=\delta(B)=\sup _{x, y \in B}|x-y|$ denote the diameter of $B$. Then

$$
\|v\|_{L^{2}(B)} \leq C\|\nabla v\|_{L^{2}(B)}
$$

for all $v \in \dot{H}^{1}(B)$, where $C=C(\delta)>0$ depends only on $\delta$.
Proof. See (1], VI, 6.26).
Using Lemmas 4 and 5 one obtains as a corollary the following result.

Corollary 2. There is a constant C (which depends only on d) such that if supp $v \subset B$ and $\int_{B} v d x=0$, then

$$
\left\|\nabla\left(\omega_{j} \Delta^{-1} d i v v\right)\right\|_{L^{2}\left(2^{j+1} B\right)} \leq C 2^{-j \frac{d}{2}}\|\nabla v\|_{L^{2}(B)}
$$

for all $j \geq 0$.
If we want to prepare the scaling argument, we consider a function $\varphi \in$ $\mathcal{D}\left(\mathbb{R}^{d}\right)$ with the properties

$$
0 \leq \varphi \leq 1, \quad \varphi(x)=1 \quad \text { if } \quad|x| \leq 1, \varphi(x)=0 \quad \text { if } \quad|x| \geq 2
$$

It follows that for any multi-index $\gamma$,

$$
\left|\nabla^{\gamma} \varphi(x)\right| \leq M_{\gamma} \quad \text { for all } x \in \mathbb{R}^{d}
$$

Now, for any positive integer $k$, we define $\varphi_{k}(x)=\varphi\left(\frac{x}{k}\right), x \in \mathbb{R}^{d}$. Then, $\varphi_{k}(x)$ satisfies the following properties :

$$
\left\{\begin{array}{c}
0 \leq \varphi_{k}(x) \leq 1 \\
\varphi_{k}(x)=1 \quad \text { if }|x| \leq k \\
\varphi_{k}(x)=0 \quad \text { if } \quad|x| \geq 2 k
\end{array}\right.
$$

and for any multi-index $\gamma$

$$
\left|\nabla^{\gamma} \varphi_{k}(x)\right|=\left|\frac{1}{k^{|\gamma|}} \nabla^{\gamma} \varphi\left(\frac{x}{k}\right)\right| \leq \frac{1}{k^{|\gamma|}} M_{\gamma}
$$

With these notations we obtain
Lemma 6. Let $\vec{h} \in E$ and $\vec{\beta}=Q \vec{h}$. Then for all $\vec{v} \in \mathcal{D}\left(\mathbb{R}^{d}\right)^{d}$

$$
\begin{equation*}
\left\langle\nabla \varphi_{k} \cdot \vec{\beta}, \Delta^{-1} d i v \vec{v}\right\rangle \rightarrow 0, \quad \text { as } \quad k \rightarrow+\infty \tag{2.5}
\end{equation*}
$$

Proof. Choose $\vec{h} \in E$ and $\vec{\beta}=Q \vec{h}$. In order to see that

$$
\left\langle\nabla \varphi_{k} \cdot \vec{\beta}, \Delta^{-1} \operatorname{div} \vec{v}\right\rangle \rightarrow 0, \quad \text { as } \quad k \rightarrow+\infty
$$

we proceed in the following way. Since $\nabla \varphi_{k}$ vanishes outside $\{k \leq|x| \leq 2 k\}$, it follows that

$$
\left\langle\nabla \varphi_{k} \cdot \vec{\beta}, \Delta^{-1} \operatorname{div} \vec{v}\right\rangle=\sum_{N_{1} \leq j \leq N_{2}}\left\langle\nabla \varphi_{k} \cdot \vec{\beta}, \omega_{j} \Delta^{-1} \operatorname{div} \vec{v}\right\rangle
$$

where $N_{s}, s=1,2$ is chosen so that $N_{s} \uparrow \infty$ as $k \rightarrow+\infty$ (there is at most one non-zero term in the series, all terms are $\geq 0$ and at least one term equals 1 ). But $\omega_{j}$ is supported on $2^{j+1} B \backslash 2^{j-1} B$ for $j \geq 1$. Thus

$$
\operatorname{supp}\left(\nabla \varphi_{k} \omega_{j}\right) \subset\left\{2^{j+1} B \backslash 2^{j-1} B\right\} \cap\{k \leq|x| \leq 2 k\}
$$

We may assume without loss of generality that

$$
|z|<2^{j} r \quad \text { for } k \text { large. }
$$

Then

$$
2^{j} r \simeq k, \quad \text { i.e., } \quad 2^{j} \simeq k r^{-1}
$$

Consequently, using Hölder's inequality, Lemma 3 and the fact that $\left\|\nabla \varphi_{k}\right\|_{L^{\infty}} \leq$ $\frac{C}{k}$ for all $k=1,2, .$. , we get

$$
\begin{aligned}
\left|\left\langle\nabla \varphi_{k} \cdot \vec{\beta}, \Delta^{-1} \operatorname{div} \vec{v}\right\rangle\right| & \leq \sum_{N_{1} \leq j \leq N_{2}}\left|\left\langle\nabla \varphi_{k} \cdot \vec{\beta}, \omega_{j} \Delta^{-1} \operatorname{div} \vec{v}\right\rangle\right| \\
& \leq \sum_{N_{1} \leq j \leq N_{2}}\left\|\nabla \varphi_{k} \cdot \vec{\beta}\right\|_{\dot{H}^{-1}\left(2^{j+1} B\right)}\left\|\omega_{j} \Delta^{-1} \operatorname{div} \vec{v}\right\|_{\dot{H}^{1}\left(2^{j+1} B\right)} \\
& \leq \sum_{N_{1} \leq j \leq N_{2}} \frac{C}{k}\left|2^{j+1} B\right|^{\frac{1}{2}}\left\|\omega_{j} \Delta^{-1} \operatorname{div} \vec{v}\right\|_{\dot{H}^{1}\left(2^{j+1} B\right)} \\
& \leq \frac{C}{k}|B|^{\frac{1}{2}} \sum_{N_{1} \leq j \leq N_{2}} 2^{\frac{j+1}{2}}\left\|\omega_{j} \Delta^{-1} \operatorname{div} \vec{v}\right\|_{\dot{H}^{1}\left(2^{j+1} B\right)} \\
& =\frac{C}{k}|B|^{\frac{1}{2}} \sum_{N_{1} \leq j \leq N_{2}} 2^{\frac{j+1}{2}}\left\|\nabla\left(\omega_{j} \Delta^{-1} \operatorname{div} v\right)\right\|_{L^{2}\left(2^{j+1} B\right)}
\end{aligned}
$$

Now by Lemma 4 we obtain

$$
\begin{equation*}
\left|\left\langle\nabla \varphi_{k} \cdot \vec{\beta}, \Delta^{-1} \operatorname{div} \vec{v}\right\rangle\right| \leq \frac{C}{k}|B|^{\frac{1}{2}}\|\vec{v}\|_{L^{2}(B)} \tag{2.6}
\end{equation*}
$$

The right-hand side of this inequality tends to zero as $k \rightarrow \infty$. Consequently,

$$
\lim _{k \rightarrow \infty}\left\langle\nabla \varphi_{k} \cdot \vec{\beta}, \Delta^{-1} \operatorname{div} \vec{v}\right\rangle=0
$$

This completes the proof of the present lemma.

## 3. Proof of Theorem 1

We are in a position to prove the main result.
Proof. Suppose that $\vec{h} \in E$. Let

$$
\vec{\alpha}=P \vec{h} \quad \text { and } \quad \vec{\beta}=Q \vec{h}
$$

It follows from(1.7) that $\vec{h}$ can be decomposed as

$$
\vec{h}=\vec{\alpha}+\vec{\beta}
$$

where

$$
\operatorname{curl} \vec{h}=\operatorname{curl} \vec{\beta} \quad \text { and } \vec{\beta}=\operatorname{Div} M
$$

and $\vec{\beta}$ satisfies the estimate

$$
\begin{align*}
|\langle\vec{\beta}, v \nabla \bar{u}-\bar{u} \nabla v\rangle| & =|\langle\operatorname{Div} M, v \nabla \bar{u}-\bar{u} \nabla v\rangle| \\
& =|\operatorname{trace}\langle M, \mathbf{D}[v \nabla \bar{u}-\bar{u} \nabla v]\rangle| \\
& \leq C\|u\|_{\dot{H}^{1}\left(\mathbb{R}^{d}\right)}\|v\|_{\dot{H}^{1}\left(\mathbb{R}^{d}\right)}, \tag{3.1}
\end{align*}
$$

for all $u, v \in \mathcal{D}\left(\mathbb{R}^{d}\right)$. Consequently, $\vec{\beta} \in E$. Also,

$$
\begin{aligned}
|\langle\vec{\alpha}, v \nabla \bar{u}-\bar{u} \nabla v\rangle| & =|\langle\vec{h}-\vec{\beta}, v \nabla \bar{u}-\bar{u} \nabla v\rangle| \\
& \leq|\langle\vec{h}, v \nabla \bar{u}-\bar{u} \nabla v\rangle|+|\langle\vec{\beta}, v \nabla \bar{u}-\bar{u} \nabla v\rangle| \\
& \leq 2 C\|u\|_{\dot{H}^{1}\left(\mathbb{R}^{d}\right)}\|v\|_{\dot{H}^{1}\left(\mathbb{R}^{d}\right)} .
\end{aligned}
$$

Assertion $(i)$ is proved. It remains therefore to show that

$$
P(P \vec{h})=P \vec{h}, \quad Q(Q \vec{h})=Q \vec{h} \quad \text { and } P \vec{h}+Q \vec{h}=\vec{h}
$$

Applying Lemma 3 to $\vec{\beta}$ and using (3.1), we obtain

$$
\begin{equation*}
\|\vec{\beta}\|_{\dot{H}^{-1}(B)} \leq C|B|^{\frac{1}{2}} \tag{3.2}
\end{equation*}
$$

Thus,

$$
\begin{aligned}
\left\|\nabla \varphi_{k} \cdot \vec{\beta}\right\|_{\dot{H}^{-1}(B)} & \leq\left\|\nabla \varphi_{k}\right\|_{L^{\infty}\left(\mathbb{R}^{d}\right)}\|\vec{\beta}\|_{\dot{H}^{-1}(B)} \\
& \leq \frac{C}{k}|B|^{\frac{1}{2}}
\end{aligned}
$$

for all $k=1,2, \ldots$ Now for every $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{d}\right)$, we have

$$
\begin{aligned}
\left\langle\varphi_{k} \vec{\beta}, \nabla\left(\Delta^{-1} \operatorname{div} \vec{v}\right)\right\rangle & =-\left\langle\operatorname{div}\left(\varphi_{k} \vec{\beta}\right), \Delta^{-1} \operatorname{div} \vec{v}\right\rangle \\
& =-\left\langle\nabla \varphi_{k} \cdot \vec{\beta}, \Delta^{-1} \operatorname{div} \vec{v}\right\rangle-\left\langle\varphi_{k} \operatorname{div} \vec{\beta}, \Delta^{-1} \operatorname{div} \vec{v}\right\rangle \\
& =-\left\langle\nabla \varphi_{k} \cdot \vec{\beta}, \Delta^{-1} \operatorname{div} \vec{v}\right\rangle
\end{aligned}
$$

since div $\vec{\beta}=0$. Hence,

$$
\begin{aligned}
\langle P \vec{\beta}, \vec{v}\rangle & =\lim _{k \rightarrow+\infty}\left\langle\nabla\left(\Delta^{-1} \operatorname{div} \varphi_{k} \vec{\beta}\right), \vec{v}\right\rangle \\
& =\lim _{k \rightarrow+\infty}\left\langle\varphi_{k} \vec{\beta}, \nabla\left(\Delta^{-1} \operatorname{div} \vec{v}\right)\right\rangle \\
& =-\lim _{k \rightarrow+\infty}\left\langle\nabla \varphi_{k} \cdot \vec{\beta}, \Delta^{-1} \operatorname{div} \vec{v}\right\rangle \\
& =0 .
\end{aligned}
$$

Consequently, $P \vec{\beta}=0$. Moreover,

$$
P(P \vec{h})=P(\vec{\alpha})=P(\vec{h}-\vec{\beta})=P \vec{h}
$$

It follows that $P$ and $Q$ have the desired properties. This completes the proof of Theorem 1 .
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