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#### Abstract

Using our previous studies on the nonlinear characteristic Cauchy problem for the Wave Equation in canonical form, we focus on the uniqueness of the generalized solution. We show how uniqueness may be recovered in the homogeneous case by searching for a solution in the space of new tempered generalized functions $\mathcal{G}_{\mathcal{O}_{M}}\left(\mathbb{R}^{2}\right)$ based on the space of slowly increasing smooth functions in which pointwise characterization exists. In the same way as Biagioni, we can study the sections on the closure of open sets like $[0, T] \times[0, \infty[$ or $[0, \infty[$. The uniqueness can be proved in $\mathcal{G}_{\mathcal{O}_{M}}([0, T] \times[0, \infty[)$ thanks to an extension of pointwise characterization of elements in $\mathcal{G}_{\mathcal{O}_{M}}([0, \infty[)$.
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## 1. Introduction

Solving characteristic Cauchy problem for partial differential equations can meet some obstructions. Some existence results have been proved for characteristic linear problems in distributional framework (Y. V. Egorov [Z.5], Y. V. Egorov and M. A. Shubin [26], L. Hörmander [20]]), but uniqueness is still an open question.

Here we consider the characteristic Cauchy problem formally written

$$
\left(P_{\text {form }}\right): \frac{\partial^{2} u}{\partial x \partial y}=F(\cdot, \cdot, u),\left.u\right|_{\gamma}=\varphi,\left.\frac{\partial u}{\partial y}\right|_{\gamma}=\psi
$$

where the line $\gamma$ of equation $x=0$ is globally characteristic for the Cauchy problem, $u$ and $F$ are supposed to be smooth, $F$ is a Lipschitz function and $\varphi$ and $\psi$ are smooth functions defined in a neighbourhood of $\gamma$.

We reformulate it in the framework of generalized functions extending the ideas developed in [177, [8], 201, [21, [22, 32]. We complete the study of [3] focusing on uniqueness of the solution. This article extends the studies of [ 20$]$ ], [ 21$]$ and [3]. The reader will find in [3] the notations and the concepts used in this paper.

[^0]A general reference for the $(\mathcal{C}, \mathcal{E}, \mathcal{P})$-algebras can be found in [30, 31, 32] and [IT].

The characteristic problem is approached by a one-parameter family of classical smooth problems $\left(P_{\varepsilon}\right)$ by deforming the characteristic curve into a family of non-characteristic ones $y=f_{\varepsilon}(x)$. Then we get a one-parameter family of classical solutions which we interpret as a generalized function in a convenient $(\mathcal{C}, \mathcal{E}, \mathcal{P})$-algebra $\mathcal{A}\left(\mathbb{R}^{2}\right)$ [31]. We formalize this process by associating a well formulated generalized problem, denoted $\left(P_{g}\right)$. But this solution depends, a priori, on the choice of de-characterization, namely the choice of $\left(f_{\varepsilon}\right)_{\varepsilon}$. By imposing some restrictions on the asymptotical growth of the $f_{\varepsilon}$, we have proved in [3] that the generalized solution depends solely on the class of $\left(f_{\varepsilon}\right)_{\varepsilon}$ as a generalized function, not on the particular representative.

However this generalized solution in $\mathcal{A}\left(\mathbb{R}^{2}\right)$ fails to be, in general, unique. We show how uniqueness may be recovered in the homogeneous case [ 2 ] by working in the space of new tempered generalized functions $\mathcal{G}_{\mathcal{O}_{M}}\left(\mathbb{R}^{2}\right)$ based on the space of slowly increasing smooth functions [16] in which pointwise characterization exists [36]. But, in that algebra, it is impossible to obtain uniqueness for nonlinear case.

In recent years there have been a number of linear and nonlinear generalizations of the Gronwall inequality [ [24], [28]. One of them is the Wendroff inequality for two independent variables. In 1943 R. Bellman introduced the fundamental inequality named Gronwall-Bellman's inequality which is an important tool in the study of existence, uniqueness, boundedness, stability of the solutions of some differential equations and some integral equations [ $\mathbb{Z}$ ], [ [ ] . Many Wendroff type inequalities plays a vital role in studying some properties of solutions of differential equations [III], [4], [5]. We establish a inequality of Wendroff type for our study of the characteristic Cauchy problem.

We remark that, in the same way as Biagioni [ 9$]$, we can study the sections under the open sets and even, on the closure of open sets like $[0, T] \times[0, \infty[$ or $\left[0, \infty\left[\right.\right.$. If $|F(x, y, u(x, y))| \leq a(x, y) u(x, y)$ where $a \in \mathrm{C}^{0}\left(\mathbb{R}^{2}\right)$, the uniqueness can be proved in the algebra $\mathcal{G}_{\mathcal{O}_{M}}([0, T] \times[0, \infty[)$ thanks to an extension of pointwise characterization of elements in $\mathcal{G}_{\mathcal{O}_{M}}([0, \infty[)[36]$ and some estimates obtained by a inequality of Wendroff type.

The outline of this paper is as follows. Section 2 introduces the generalized algebras. In section 3 we define a well-formulated generalized problem associated to the ill-posed one and we recall some properties of the solutions. In Section 4, we use the framework $\mathcal{G}_{\mathcal{O}_{M}}\left(\mathbb{R}^{2}\right)$ to show the uniqueness in the homogeneous case. Next, in Section 5 we introduce the algebra $\mathcal{G}_{\mathcal{O}_{M}}([0, T] \times[0, \infty[)$ and we study the uniqueness for the non-homogeneous problem.

## 2. Algebras of generalized functions

### 2.1. The $(\mathcal{C}, \mathcal{E}, \mathcal{P})$-algebras

### 2.1.1. Definitions

We recall the definition of the $(\mathcal{C}, \mathcal{E}, \mathcal{P})$-algebras. Take
(1) $\Lambda$ a set of indices left-filtering for a given partial order relation $\prec$.
(2) $A$ a solid subring of the ring $\mathbb{K}^{\Lambda},(\mathbb{K}=\mathbb{R}$ or $\mathbb{C})$, that is $A$ has the following stability property: whenever $\left(\left|s_{\lambda}\right|\right)_{\lambda} \leq\left(r_{\lambda}\right)_{\lambda}$ (i.e. for any $\lambda,\left|s_{\lambda}\right| \leq$ $r_{\lambda}$ ) for any pair $\left(\left(s_{\lambda}\right)_{\lambda},\left(r_{\lambda}\right)_{\lambda}\right) \in \mathbb{K}^{\Lambda} \times|A|$, it follows that $\left(s_{\lambda}\right)_{\lambda} \in A$, with $|A|=\left\{\left(\left|r_{\lambda}\right|\right)_{\lambda}:\left(r_{\lambda}\right)_{\lambda} \in A\right\}$ and $I_{A}$ a solid ideal of $A$ with the same property;
(3) $\mathcal{E}$ a sheaf of $\mathbb{K}$-topological algebras on a topological space $X$, such that for any open set $\Omega$ in $X$, the algebra $\mathcal{E}(\Omega)$ is endowed with a family $\mathcal{P}(\Omega)=$ $\left(p_{i}\right)_{i \in I(\Omega)}$ of seminorms satisfying

$$
\forall i \in I(\Omega), \exists(j, k, C) \in(I(\Omega))^{2} \times \mathbb{R}_{+}^{*}, \forall f, g \in \mathcal{E}(\Omega): p_{i}(f g) \leq C p_{j}(f) p_{k}(g)
$$

Assume that
(4) For any two open subsets $\Omega_{1}, \Omega_{2}$ of $X$ such that $\Omega_{1} \subset \Omega_{2}$, we have $I\left(\Omega_{1}\right) \subset I\left(\Omega_{2}\right)$ and if $\rho_{1}^{2}$ is the restriction operator $\mathcal{E}\left(\Omega_{2}\right) \rightarrow \mathcal{E}\left(\Omega_{1}\right)$, then, for each $p_{i} \in \mathcal{P}\left(\Omega_{1}\right)$, the seminorm $\widetilde{p}_{i}=p_{i} \circ \rho_{1}^{2}$ extends $p_{i}$ to $\mathcal{P}\left(\Omega_{2}\right)$;
(5) For any family $\mathcal{F}=\left(\Omega_{h}\right)_{h \in H}$ of open subsets of $X$ if $\Omega=\cup_{h \in H} \Omega_{h}$, then, for each $p_{i} \in \mathcal{P}(\Omega), i \in I(\Omega)$, there exists a finite subfamily $\left(\Omega_{j}\right)_{1 \leq j \leq n(i)}$ of $\mathcal{F}$ and corresponding seminorms $p_{j} \in \mathcal{P}\left(\Omega_{j}\right), 1 \leq j \leq n(i)$, such that, for each $u \in \mathcal{E}(\Omega), p_{i}(u) \leq \sum_{j=1}^{j=n(i)} p_{1}\left(u_{\mid \Omega_{j}}\right)$.

Set $\mathcal{C}=A / I_{A}$ and

$$
\begin{aligned}
\mathcal{X}_{(A, \mathcal{E}, \mathcal{P})}(\Omega) & =\left\{\left(u_{\lambda}\right)_{\lambda} \in[\mathcal{E}(\Omega)]^{\Lambda}: \forall i \in I(\Omega),\left(\left(p_{i}\left(u_{\lambda}\right)\right)_{\lambda} \in|A|\right\},\right. \\
\mathcal{N}_{\left(I_{A}, \mathcal{E}, \mathcal{P}\right)}(\Omega) & =\left\{\left(u_{\lambda}\right)_{\lambda} \in[\mathcal{E}(\Omega)]^{\Lambda}: \forall i \in I(\Omega),\left(p_{i}\left(u_{\lambda}\right)\right)_{\lambda} \in\left|I_{A}\right|\right\} .
\end{aligned}
$$

One can prove that $\mathcal{X}_{(A, \mathcal{E}, \mathcal{P})}$ is a sheaf of subalgebras of the sheaf $\mathcal{E}^{\Lambda}$ and $\mathcal{N}_{\left(I_{A}, \mathcal{E}, \mathcal{P}\right)}$ is a sheaf of ideals of $\mathcal{X}_{(A, \mathcal{E}, \mathcal{P})}$ [ 32$]$. Moreover, the constant sheaf $\mathcal{X}_{(A, \mathbb{K},|\cdot|)} / \mathcal{N}_{\left(I_{A}, \mathbb{K},| |\right)}$ is exactly the sheaf $\mathcal{C}=A / I_{A}$, and if $\mathbb{K}=\mathbb{R}, \mathcal{C}$ will be denoted $\overline{\mathbb{R}}$. We call presheaf of $(\mathcal{C}, \mathcal{E}, \mathcal{P})$-algebra the factor presheaf of algebras $\mathcal{A}=\mathcal{X}_{(A, \mathcal{E}, \mathcal{P})} / \mathcal{N}_{\left(I_{A}, \mathcal{E}, \mathcal{P}\right)}$ over the $\operatorname{ring} \mathcal{C}=A / I_{A}$. We denote by $\left[u_{\lambda}\right]$ the class in $\mathcal{A}(\Omega)$ defined by the representative $\left(u_{\lambda}\right)_{\lambda \in \Lambda} \in \mathcal{X}_{(A, \mathcal{E}, \mathcal{P})}(\Omega)$.
Remark 2.1. (Overgenerated rings ) Let $B_{p}=\left\{\left(r_{n, \lambda}\right)_{\lambda} \in\left(\mathbb{R}_{+}^{*}\right)^{\Lambda}: 1 \leq n \leq p\right\}$ and $B$ be the subset of $\left(\mathbb{R}_{+}^{*}\right)^{\Lambda}$ obtained as rational functions with coefficients in $\mathbb{R}_{+}^{*}$, of elements in $B_{p}$ as variables. Define

$$
A=\left\{\left(a_{\lambda}\right)_{\lambda} \in \mathbb{K}^{\Lambda}\left|\exists\left(b_{\lambda}\right)_{\lambda} \in B, \exists \lambda_{0} \in \Lambda, \forall \lambda \prec \lambda_{0}:\left|a_{\lambda}\right| \leq b_{\lambda}\right\}\right.
$$

we say that $A$ is overgenerated by $B_{p}$ (and it is easy to see that $A$ is a solid subring of $\mathbb{K}^{\Lambda}$ ). If $I_{A}$ is some solid ideal of $A$, we also say that $\mathcal{C}=A / I_{A}$ is overgenerated by $B_{p}$, [■8].
Remark 2.2. (Relationship with distribution theory) Let $\Omega$ be an open subset of $\mathbb{R}^{n}$. The space of distributions $\mathcal{D}^{\prime}(\Omega)$ can be embedded into $\mathcal{A}(\Omega)$. If $\left(\varphi_{\lambda}\right)_{\lambda \in(0,1]}$ is a family of mollifiers $\varphi_{\lambda}(x)=\lambda^{-n} \varphi(x / \lambda), x \in \mathbb{R}^{n}, \int \varphi(x) d x=1$ and if $T \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right)$, the convolution product family $\left(T * \varphi_{\lambda}\right)_{\lambda}$ is a family of smooth functions slowly increasing in $1 / \lambda$. So, for $\Lambda=(0,1]$, we shall choose the subring $A$ overgenerated by some $B_{p}$ of $\left(\mathbb{R}_{+}^{*}\right)^{\Lambda}$ containing the family $(\lambda)_{\lambda}$, [13, 33]. We choose a special kind of mollifiers which moments of higher order vanish.

Remark 2.3. (An association process) Let $\Omega$ be an open subset of $X, E$ be a given sheaf of topological $\mathbb{K}$-vector spaces containing $\mathcal{E}$ as a subsheaf, a be a given map from $\Lambda$ to $\mathbb{K}$ such that $(a(\lambda))_{\lambda}=\left(a_{\lambda}\right)_{\lambda}$ is an element of $A$. We also assume that

$$
\mathcal{N}_{\left(I_{A}, \mathcal{E}, \mathcal{P}\right)}(\Omega) \subset\left\{\left(u_{\lambda}\right)_{\lambda} \in \mathcal{X}_{(A, \mathcal{E}, \mathcal{P})}(\Omega): \lim _{E(\Omega), \Lambda} u_{\lambda}=0\right\}
$$

We say that $u=\left[u_{\lambda}\right]$ and $v=\left[v_{\lambda}\right] \in \mathcal{E}(\Omega)$ are $a-E$ associated if $\lim _{E(\Omega), \Lambda} a_{\lambda}\left(u_{\lambda}-\right.$ $\left.v_{\lambda}\right)=0$. That is to say, for each neighborhood $V$ of 0 for the E-topology, there exists $\lambda_{0} \in \Lambda$ such that $\lambda \prec \lambda_{0} \Longrightarrow a_{\lambda}\left(u_{\lambda}-v_{\lambda}\right) \in V$. We write $u \underset{E(\Omega)}{\underset{E(\Omega}{a}} v$. We can also define an association process between $u=\left[u_{\lambda}\right]$ and $T \in E(\Omega)$ by writing simply $u \sim T \Longleftrightarrow \lim _{E(\Omega), \Lambda} u_{\lambda}=T$. Taking $E=\mathcal{D}^{\prime}, \mathcal{E}=\mathrm{C}^{\infty}, \Lambda=(0,1]$, we recover the association process defined in the literature [חI, [2].

### 2.2. Algebraic framework

Set $\mathcal{E}=\mathrm{C}^{\infty}, X=\mathbb{R}^{d}$ for $d=1,2, E=\mathcal{D}^{\prime}$ and $\Lambda$ a set of indices, $\lambda \in \Lambda$. For any open set $\Omega$, in $\mathbb{R}^{d}, \mathcal{E}(\Omega)$ is endowed with the $\mathcal{P}(\Omega)$ topology of uniform convergence of all derivatives on compact subsets of $\Omega$. This topology may be defined by the family of the seminorms $P_{K, l}\left(u_{\lambda}\right)=\sup _{|\alpha| \leq l} P_{K, \alpha}\left(u_{\lambda}\right)$ with $P_{K, \alpha}\left(u_{\lambda}\right)=\sup _{x \in K}\left|D^{\alpha} u_{\lambda}(x)\right|, K \Subset \Omega$, where the notation $K \Subset \mathbb{R}^{2}$ means that $K$ is a compact subset of $\mathbb{R}^{2}$ and $l \in \mathbb{N}, \alpha \in \mathbb{N}^{d}$.

Let $A$ be a subring of the ring $\mathbb{R}^{\Lambda}$ of family of reals with the usual laws. We consider a solid ideal $I_{A}$ of $A$. Then we have

$$
\begin{aligned}
\mathcal{X}(\Omega) & =\left\{\left(u_{\lambda}\right)_{\lambda} \in\left[\mathrm{C}^{\infty}(\Omega)\right]^{\Lambda}: \forall K \Subset \Omega, \forall l \in \mathbb{N},\left(P_{K, l}\left(u_{\lambda}\right)\right)_{\lambda} \in|A|\right\} \\
\mathcal{N}(\Omega) & =\left\{\left(u_{\lambda}\right)_{\lambda} \in\left[\mathrm{C}^{\infty}(\Omega)\right]^{\Lambda}: \forall K \Subset \Omega, \forall l \in \mathbb{N},\left(P_{K, l}\left(u_{\lambda}\right)\right)_{\lambda} \in\left|I_{A}\right|\right\} \\
\mathcal{A}(\Omega) & =\mathcal{X}(\Omega) / \mathcal{N}(\Omega)
\end{aligned}
$$

The generalized derivation $D^{\alpha}: u\left(=\left[u_{\varepsilon}\right]\right) \mapsto D^{\alpha} u=\left[D^{\alpha} u_{\varepsilon}\right]$ provides $\mathcal{A}(\Omega)$ with a differential algebraic structure [IT].

Example 2.4. Set $\Lambda=(0,1]$. Consider

$$
\begin{aligned}
& A=\left\{\left(m_{\lambda}\right)_{\lambda} \in \mathbb{R}^{\Lambda}: \exists p \in \mathbb{R}_{+}^{*}, \exists C \in \mathbb{R}_{+}^{*}, \exists \mu \in(0,1], \forall \lambda \in(0, \mu],\left|m_{\lambda}\right| \leq C \lambda^{-p}\right\} \\
& I_{A}=\left\{\left(m_{\lambda}\right)_{\lambda} \in \mathbb{R}^{\Lambda}: \forall q \in \mathbb{R}_{+}^{*}, \exists D \in \mathbb{R}_{+}^{*}, \exists \mu \in(0,1], \forall \lambda \in(0, \mu],\left|m_{\lambda}\right| \leq D \lambda^{q}\right\}
\end{aligned}
$$

In this case we denote $\mathcal{X}^{s}(\Omega)=\mathcal{X}(\Omega)$ and $\mathcal{N}^{s}(\Omega)=\mathcal{N}(\Omega)$. The sheaf of factor algebras $\mathcal{G}^{s}(\cdot)=\mathcal{X}^{s}(\cdot) / \mathcal{N}^{s}(\cdot)$ is called the sheaf of simplified Colombeau algebras. $\mathcal{G}^{s}\left(\mathbb{R}^{d}\right)$ is the simplified Colombeau algebra of generalized functions [II], [II].

We have the analogue of theorem 1.2.3. of [ [27] for $(\mathcal{C}, \mathcal{E}, \mathcal{P})$-algebras.
Proposition 2.5. Let $B$ be the set introduced in and assume that there exists $\left(a_{\lambda}\right)_{\lambda} \in B$ with $\lim _{\lambda \rightarrow 0} a_{\lambda}=0$. Consider $\left(u_{\lambda}\right)_{\lambda} \in \mathcal{X}\left(\mathbb{R}^{2}\right)$ such that: $\forall K \Subset$ $\mathbb{R}^{2},\left(P_{K, 0}\left(u_{\lambda}\right)\right)_{\lambda} \in\left|I_{A}\right|$. Then $\left(u_{\lambda}\right)_{\lambda} \in \mathcal{N}\left(\mathbb{R}^{2}\right)$.

We refer the reader to [IV] and [14]. By the way, update ref. [IV] if available.
Definition 2.6. Tempered generalized functions, [27], [34], [35]. For $f \in$ $\mathrm{C}^{\infty}\left(\mathbb{R}^{n}\right), r \in \mathbb{Z}$ and $m \in \mathbb{N}$, we put $\mu_{r, m}(f)=\sup _{x \in \mathbb{R}^{n},|\alpha| \leq m}(1+|x|)^{r}\left|\mathcal{D}^{\alpha} f(x)\right|$. The space of functions with slow growth is

$$
\mathcal{O}_{M}\left(\mathbb{R}^{n}\right)=\left\{f \in \mathrm{C}^{\infty}\left(\mathbb{R}^{n}\right): \forall m \in \mathbb{N}, \exists q \in \mathbb{N}, \mu_{-q, m}(f)<+\infty\right\}
$$

Definition 2.7. We define

$$
\begin{aligned}
\mathcal{X}_{\tau}\left(\mathbb{R}^{n}\right) & =\left\{\left(f_{\varepsilon}\right)_{\varepsilon} \in \mathcal{O}_{M}\left(\mathbb{R}^{n}\right)^{(0,1]}: \forall m \in \mathbb{N}, \exists q \in \mathbb{N}\right. \\
\quad \exists N & \left.\in \mathbb{N}, \mu_{-q, m}\left(f_{\varepsilon}\right)=O\left(\varepsilon^{-N}\right) ; \varepsilon \rightarrow 0\right\} \\
\mathcal{N}_{\tau}\left(\mathbb{R}^{n}\right) & = \\
\left\{\left(f_{\varepsilon}\right)_{\varepsilon}\right. & \left.\in \mathcal{O}_{M}\left(\mathbb{R}^{n}\right)^{(0,1]}: \forall m \in \mathbb{N}, \exists q \in \mathbb{N}, \forall p \in \mathbb{N}, \mu_{-q, m}\left(f_{\varepsilon}\right)=O\left(\varepsilon^{p}\right) ; \varepsilon \rightarrow 0\right\}
\end{aligned}
$$

$\mathcal{X}_{\tau}\left(\mathbb{R}^{n}\right)$ is a subalgebra of $\mathcal{O}_{M}\left(\mathbb{R}^{n}\right)^{(0,1]}$ and $\mathcal{N}_{\tau}\left(\mathbb{R}^{n}\right)$ an ideal of $\mathcal{X}_{\tau}\left(\mathbb{R}^{n}\right)$. The algebra $\mathcal{G}_{\tau}\left(\mathbb{R}^{n}\right)=\mathcal{X}_{\tau}\left(\mathbb{R}^{n}\right) / \mathcal{N}_{\tau}\left(\mathbb{R}^{n}\right)$ is called the algebra of tempered generalized functions.

The generalized derivation $\mathcal{D}^{\alpha}: u=\left[u_{\varepsilon}\right] \mapsto \mathcal{D}^{\alpha} u=\left[\mathcal{D}^{\alpha} u_{\varepsilon}\right]$ provides $\mathcal{G}_{\tau}\left(\mathbb{R}^{n}\right)$ with a differential algebraic structure.

### 2.2.1. Generalized operators and general restrictions

Definition 2.8. Let $\Omega$ be an open subset of $\mathbb{R}^{2}$ and $F \in \mathrm{C}^{\infty}(\Omega \times \mathbb{R}, \mathbb{R})$. We say that the algebra $\mathcal{A}(\Omega)$ is stable under $F$ if for all $\left(u_{\varepsilon}\right)_{\varepsilon} \in \mathcal{X}(\Omega)$ and $\left(i_{\varepsilon}\right)_{\varepsilon} \in$ $\mathcal{N}(\Omega)$, we have $\left(F\left(\cdot, \cdot, u_{\varepsilon}\right)\right)_{\varepsilon} \in \mathcal{X}(\Omega)$ and $\left(F\left(\cdot, \cdot, u_{\varepsilon}+i_{\varepsilon}\right)-F\left(\cdot, \cdot, u_{\varepsilon}\right)\right)_{\varepsilon} \in \mathcal{N}(\Omega)$. If $\mathcal{A}\left(\mathbb{R}^{2}\right)$ if stable under $F$, the operator

$$
\mathcal{F}: \mathcal{A}\left(\mathbb{R}^{2}\right) \rightarrow \mathcal{A}\left(\mathbb{R}^{2}\right), \quad u=\left[u_{\varepsilon}\right] \mapsto\left[F\left(., ., u_{\varepsilon}\right)\right]
$$

is called the generalized operator associated to $F$. See [I8].
Proposition 2.9. Let $\Omega$ be an open subset of $\mathbb{R}^{2}$ and $F \in \mathrm{C}^{\infty}(\Omega \times \mathbb{R}, \mathbb{R})$. We say that $F$ is smoothly tempered if the following two conditions are satisfied: (i) For each $K \Subset \mathbb{R}^{2}, l \in \mathbb{N}$ and $u \in \mathrm{C}^{\infty}(\Omega, \mathbb{R})$, there is a positive finite sequence $\left(C_{j}\right)_{0 \leq i \leq l}$, such that $P_{K, l}(F(\cdot, \cdot, u)) \leq \sum_{i=0}^{l} C_{i}\left(P_{K, l}(u)\right)^{i}$,
(ii) For each $K \Subset \mathbb{R}^{2}, l \in \mathbb{N}$, $u, v \in \mathrm{C}^{\infty}(\Omega, \mathbb{R})$, there is a positive finite sequence $\left(D_{j}\right)_{1 \leq j \leq l}$, such that $P_{K, l}(F(\cdot, \cdot, v)-F(\cdot, \cdot, u)) \leq \sum_{j=1}^{l} D_{j}\left(P_{K, l}(v-u)\right)^{j}$. If $F$ is smoothly tempered then $\mathcal{A}\left(\mathbb{R}^{2}\right)$ if stable under $F$.

Consider $\left(f_{\varepsilon}\right)_{\varepsilon} \in \mathrm{C}^{\infty}(\mathbb{R})^{\Lambda}$. Set

$$
R_{\varepsilon}: \mathrm{C}^{\infty}\left(\mathbb{R}^{2}\right) \rightarrow \mathrm{C}^{\infty}(\mathbb{R}), g \mapsto R_{\varepsilon}(g) \text { with } R_{\varepsilon}(g): \mathbb{R} \rightarrow \mathbb{R}, t \mapsto g\left(t, f_{\varepsilon}(t)\right)
$$

The family $\left(R_{\varepsilon}\right)_{\varepsilon}$ maps $\mathrm{C}^{\infty}\left(\mathbb{R}^{2}\right)^{\Lambda}$ into $\mathrm{C}^{\infty}(\mathbb{R})^{\Lambda}$.

Definition 2.10. The family of smooth function $\left(f_{\varepsilon}\right)_{\varepsilon}$ is compatible with second side restriction if for all $\left(u_{\varepsilon}\right)_{\varepsilon} \in \mathcal{X}\left(\left(\mathbb{R}^{2}\right)\right.$ and all $\left(i_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}\left(\mathbb{R}^{2}\right),\left(u_{\varepsilon}\left(\cdot, f_{\varepsilon}(\cdot)\right)\right)_{\varepsilon} \in$ $\mathcal{X}(\mathbb{R})$ and $\left(i_{\varepsilon}\left(\cdot, f_{\varepsilon}(\cdot)\right)\right)_{\varepsilon} \in \mathcal{N}(\mathbb{R})$. The map

$$
\mathcal{R}: \mathcal{A}\left(\mathbb{R}^{2}\right) \rightarrow \mathcal{A}(\mathbb{R}), \quad u=\left[u_{\varepsilon}\right] \mapsto\left[u_{\varepsilon}\left(\cdot, f_{\varepsilon}(\cdot)\right)\right]=\left[R_{\varepsilon}\left(u_{\varepsilon}\right)\right]
$$

is called the generalized second side restriction mapping associated to the family $\left(f_{\varepsilon}\right)_{\varepsilon}$.

Clearly, if $u=\left[u_{\varepsilon}\right] \in \mathcal{A}\left(\mathbb{R}^{2}\right)$ then $\left[u_{\varepsilon}\left(\cdot, f_{\varepsilon}(\cdot)\right)\right]$ is a well defined element of $\mathcal{A}(\mathbb{R})$ (i.e. not depending on the representative of $u$ ).

Remark 2.11. The previous process generalizes the standard one defining the restriction of the generalized function $u=\left[u_{\varepsilon}\right] \in \mathcal{A}\left(\mathbb{R}^{2}\right)$ to a net of the manifolds $\{y=f(x)\}$ obtained when taking $f_{\varepsilon}=f$ for each $\varepsilon \in \Lambda$.

Definition 2.12. [27] Let $\left(f_{\varepsilon}\right)_{\varepsilon}$ be a family of $C^{\infty}\left(\mathbb{R}^{n}\right)$ functions. This family is c-bounded if for all compact set $K \subset \mathbb{R}^{n}$ there exists another compact set $L \subset \mathbb{R}^{n}$ such that $f_{\varepsilon}(K) \subset L$ for all $\varepsilon(L$ is independent of $\varepsilon)$.

Proposition 2.13. Assume that for each $K \Subset \mathbb{R}$, there exists $K^{\prime} \Subset \mathbb{R}$ such that, for all $\varepsilon \in \Lambda, f_{\varepsilon}(K) \subset K^{\prime}$ and that $\left(f_{\varepsilon}\right)_{\varepsilon}$ belongs to $\mathcal{X}(\mathbb{R})$. Then the family $\left(f_{\varepsilon}\right)_{\varepsilon}$ is compatible with second side restriction.
(See [3]).

## 3. Solutions for a characteristic Cauchy problem in $(\mathcal{C}, \mathcal{E}, \mathcal{P})$-algebras

### 3.1. Assumptions

We will use the notations found in [20], [3]. Consider a family of smooth functions $\left(f_{\varepsilon}\right)_{\varepsilon}$ such that, for all $\varepsilon, f_{\varepsilon} \in \mathrm{C}^{\infty}(\mathbb{R}), f_{\varepsilon}$ strictly increasing, $f_{\varepsilon}(\mathbb{R})=$ $\mathbb{R}$, for any $x \in \mathbb{R}, f_{\varepsilon}^{\prime}(x) \neq 0,\left(f_{\varepsilon}\right)_{\varepsilon},\left(f_{\varepsilon}^{-1}\right)_{\varepsilon} \in \mathcal{X}_{\tau}(\mathbb{R}),\left(f_{\varepsilon}\right)_{\varepsilon}$ is c-bounded and $\underset{\varepsilon_{\mathcal{D}^{\prime}(\mathbb{R})}}{\lim _{0}} f_{\varepsilon}=f$. Consider the family of smooth non-characteristic curves $\gamma_{\varepsilon}$ whose equation is $y=f_{\varepsilon}(x)$, such that $\gamma_{\varepsilon}$ is diffeomorphic to $\gamma$. We approach the Cauchy problem $\left(P_{\text {form }}\right)$ by a family of non-characteristic ones by replacing the characteristic curve $\gamma$ by the family of smooth non-characteristic curves $\gamma_{\varepsilon}$.

Each compact set $K \Subset \mathbb{R}^{2}$ is contained in some product $[-a, a] \times[-b, b]$. We define

$$
\begin{aligned}
\beta_{K, \varepsilon} & =\max \left(a, f_{\varepsilon}^{-1}(b)\right), \alpha_{K, \varepsilon}=\min \left(-a, f_{\varepsilon}^{-1}(-b)\right), \\
a_{K, \varepsilon} & =2 \max \left(\beta_{K, \varepsilon},\left|\alpha_{K, \varepsilon}\right|\right), K_{\varepsilon}=K_{1 \varepsilon} \times K_{2} \\
\text { with } K_{1 \varepsilon} & =\left[-a_{K, \varepsilon} / 2, a_{K, \varepsilon} / 2\right] \text { and } K_{2}=[-b, b]=[-c / 2, c / 2] .
\end{aligned}
$$

Then, by construction we have $K \subset K_{\varepsilon}$. Set $F \in \mathrm{C}^{\infty}\left(\mathbb{R}^{3}, \mathbb{R}\right)$. We make the following assumptions to generate a convenient $(\mathcal{C}, \mathcal{E}, \mathcal{P})$-algebra to our
problem.

$$
\begin{aligned}
& \left(H_{1}\right)\left\{\begin{array}{l}
\forall \varepsilon, \in(0,1], \forall K \Subset \mathbb{R}^{2}, \forall l \in \mathbb{N}, \exists \mu_{K, l}>0, \exists M_{\varepsilon}>0, \\
\sup _{(x, y, z) \in K_{\varepsilon} \times \mathbb{R},|\alpha| \leq l}\left|D^{\alpha} F(x, y, z)\right|=M_{K, \varepsilon, l} \leq \mu_{K, l} M_{\varepsilon} . \\
\forall \varepsilon \in(0,1], \forall K \Subset \mathbb{R}^{2}, \exists \nu_{K}>0, \exists a_{\varepsilon}>0, a_{K, \varepsilon} \leq \nu_{K} a_{\varepsilon} .
\end{array}\right. \\
& \left(H_{2}\right): \varphi, \psi \in O_{M}(\mathbb{R}) . \\
& \left(H_{3}\right)\left\{\begin{array}{l}
\mathcal{C}=A / I_{A} \text { is overgenerated by the following elements of } \mathbb{R}_{*}^{(0,1]} \\
(\varepsilon)_{\varepsilon},\left(M_{\varepsilon}\right)_{\varepsilon},\left(\exp M_{\varepsilon} a_{\varepsilon}\right)_{\varepsilon} .
\end{array}\right. \\
& \left(H_{4}\right)\left\{\begin{array}{l}
\mathcal{A}\left(\mathbb{R}^{2}\right)=\mathcal{X}\left(\mathbb{R}^{2}\right) / \mathcal{N}\left(\mathbb{R}^{2}\right) \text { is built on } \mathcal{C} ; \\
(\mathcal{E}, \mathcal{P})=\left(\mathrm{C}^{\infty}\left(\mathbb{R}^{2}\right),\left(P_{K, l}\right)_{K \Subset \mathbb{R}^{2}, l \in \mathbb{N}}\right) .
\end{array}\right.
\end{aligned}
$$

From hypothesis $\left(H_{1}\right)$ it follows that $\mathcal{A}\left(\mathbb{R}^{2}\right)$ is stable under $F$ relatively to $\mathcal{C}$ [2I].
Remark 3.1. When $F=0$ and $\varphi$ and $\psi$ polynomials, hypotheses $\left(H_{1}\right),\left(H_{3}\right)$ are obviously verified and $\mathcal{A}\left(\mathbb{R}^{2}\right)$ is simply the Colombeau algebra $\mathcal{G}\left(\mathbb{R}^{2}\right)$. Moreover, in general, the algebra $\mathcal{A}\left(\mathbb{R}^{2}\right)$ is not the Colombeau algebra even if only one parameter is used to de-characterize the problem. The $(\mathcal{C}, \mathcal{E}, \mathcal{P})$ algebra $\mathcal{A}\left(\mathbb{R}^{2}\right)$ can be of Colombeau-type (See [3]).

### 3.2. Well-posed problem

To the characteristic Cauchy problem formally written as $\left(P_{\text {form }}\right)$ is associated the well formulated one

$$
\left(P_{g}\right): \frac{\partial^{2} u}{\partial x \partial y}=\mathcal{F}(u), \mathcal{R}(u)=\varphi, \mathcal{R}\left(\frac{\partial u}{\partial y}\right)=\psi
$$

where $u$ lies in the algebra $\mathcal{A}\left(\mathbb{R}^{2}\right)$ and $\mathcal{F}, \mathcal{R}$ are defined as previously by taking into account the family $\left(f_{\varepsilon}\right)_{\varepsilon}[3]$. In terms of representatives solving $\left(P_{g}\right)$ amounts finding a family $\left(u_{\varepsilon}\right)_{\varepsilon} \in \mathcal{X}\left(\mathbb{R}^{2}\right)$ such that

$$
\left\{\begin{array}{c}
\frac{\partial^{2} u_{\varepsilon}}{\partial x \partial y}(x, y)-F\left(x, y, u_{\varepsilon}(x, y)\right)=i_{\varepsilon}(x, y) \\
u_{\varepsilon}\left(x, f_{\varepsilon}(x)\right)-\varphi(x)=j_{\varepsilon}(x), \frac{\partial u_{\varepsilon}}{\partial y}\left(x, f_{\varepsilon}(x)\right)-\psi(x)=l_{\varepsilon}(x)
\end{array}\right.
$$

where $\left(i_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}\left(\mathbb{R}^{2}\right),\left(j_{\varepsilon}\right)_{\varepsilon},\left(l_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}(\mathbb{R})$.
Suppose we can find $u_{\varepsilon} \in \mathrm{C}^{\infty}\left(\mathbb{R}^{2}\right)$ verifying

$$
\left(P_{\varepsilon}\right)\left\{\begin{array}{c}
\frac{\partial^{2} u_{\varepsilon}}{\partial x \partial y}(x, y)=F\left(x, y, u_{\varepsilon}(x, y)\right) \\
u_{\varepsilon}\left(x, f_{\varepsilon}(x)\right)=\varphi(x), \frac{\partial u_{\varepsilon}}{\partial y}\left(x, f_{\varepsilon}(x)\right)=\psi(x),
\end{array}\right.
$$

then if we can prove that $\left(u_{\varepsilon}\right)_{\varepsilon} \in \mathcal{X}\left(\mathbb{R}^{2}\right), u=\left[u_{\varepsilon}\right]$ is a solution of $\left(P_{g}\right)$.

### 3.3. Solution to $\left(P_{g}\right)$

Theorem 3.1. Set $F \in \mathrm{C}^{\infty}\left(\mathbb{R}^{3}, \mathbb{R}\right)$. Assume that

$$
\left\{\begin{array}{l}
f_{\varepsilon} \in \mathrm{C}^{\infty}(\mathbb{R}), f_{\varepsilon} \text { strictly increasing, } f_{\varepsilon}(\mathbb{R})=\mathbb{R},  \tag{H}\\
\forall x \in \mathbb{R}, f_{\varepsilon}^{\prime}(x) \neq 0, \\
\forall \varepsilon, \in(0,1], \forall K \Subset \mathbb{R}^{2}, \sup _{(x, y, z) \in K \times \mathbb{R}}\left|\partial_{z} F(x, y, z)\right|<\infty,
\end{array}\right.
$$

then the Problem $\left(P_{\varepsilon}\right)$ has a unique solution $u_{\varepsilon}$ in $\mathrm{C}^{\infty}\left(\mathbb{R}^{2}\right)$ which satisfies the following integral equation

$$
\begin{equation*}
u_{\varepsilon}(x, y)=u_{0, \varepsilon}(x, y)-\iint_{D\left(x, y, f_{\varepsilon}\right)} F\left(\xi, \eta, u_{\varepsilon}(\xi, \eta)\right) d \xi d \eta \tag{Int}
\end{equation*}
$$

with $u_{0, \varepsilon}(x, y)=\varphi(x)-\chi_{\varepsilon}\left(f_{\varepsilon}(x)\right)+\chi_{\varepsilon}(y)$, where $\chi_{\varepsilon}$ is a primitive of $\psi \circ f_{\varepsilon}^{-1}$ and

$$
D\left(x, y, f_{\varepsilon}\right)=\left\{\begin{array}{l}
\left\{(\xi, \eta) / x \leq \xi \leq f_{\varepsilon}^{-1}(y), f_{\varepsilon}(\xi) \leq \eta \leq y\right\}, \text { if } y \geq f_{\varepsilon}(x), \\
\left\{(\xi, \eta) / f_{\varepsilon}^{-1}(y) \leq \xi \leq x, y \leq \eta \leq f_{\varepsilon}(\xi)\right\}, \text { if } y \leq f_{\varepsilon}(x) .
\end{array}\right.
$$

See [ [20] Section 1, for a detailed proof.
Theorem 3.2. With the notations and the hypotheses of the above subsection, the generalized function $u \in \mathcal{A}\left(\mathbb{R}^{2}\right)$, represented by the family $\left(u_{\varepsilon}\right)_{\varepsilon}$ of solutions to Problems $\left(P_{\varepsilon}\right)$, is a solution to the Problem $\left(P_{g}\right)$ and does not depend on the choice of the representative $\left(f_{\varepsilon}\right)_{\varepsilon}$ of the class $f=\left[f_{\varepsilon}\right] \in \mathcal{G}_{\tau}(\mathbb{R})$.

See [3] for a detailed proof.
Remark 3.2. However, following a remark of Michael Oberguggenberger (private communication), we not have here uniqueness of the solution.

Example 3.3. Let us now treat the problem $\left(P_{\text {form }}\right)$ with $F=0$ and $\gamma=$ $(O x)$. Consider the non-characteristic problems $\left(P_{\varepsilon}\right)_{\varepsilon}$ with the line $\gamma_{\varepsilon}$ of equation $y=f_{\varepsilon}(x)=\varepsilon x$. With the previous notations and hypotheses, $\mathcal{C}=A / I_{A}$ is overgenerated by $(\varepsilon)_{\varepsilon}$, element of $\mathbb{R}_{*}^{[0,1]}$. Moreover $\mathcal{A}\left(\mathbb{R}^{2}\right)$ is simply the Colombeau algebra $\mathcal{G}\left(\mathbb{R}^{2}\right)$. If $u_{\varepsilon}$ is the solution to the problem $\left(P_{\varepsilon}\right)$ then problem $\left(P_{g}\right)$ admits $u=\left[u_{\varepsilon}\right]_{\mathcal{A}\left(\mathbb{R}^{2}\right)}$ as solution. The solution of $\left(P_{\varepsilon}\right)$ has a priori the form $u_{\varepsilon}(x, y)=H(x)+G(y)$, with $H$ and $G$ in $\mathrm{C}^{\infty}(\mathbb{R})$. We can find them by

$$
H(x)+G(\varepsilon x)=\varphi(x), G_{y}(\varepsilon x)=\psi(x)
$$

Then

$$
u_{\varepsilon}(x, y)=\varphi(x)-\varepsilon \int_{0}^{x} \psi(t) d t+\varepsilon \int_{0}^{\frac{y}{\varepsilon}} \psi(t) d t=\varphi(x)-\varepsilon \Psi(x)+\varepsilon \Psi\left(\frac{y}{\varepsilon}\right)
$$

where we have set $\Psi=\left(x \mapsto \int_{0}^{x} \psi(t) d t\right)$. So, $u=\left[u_{\varepsilon}\right]=\left[\varepsilon u_{2}\right]+\left[\varepsilon^{2} u_{3, \varepsilon}\right]$ with

$$
\begin{aligned}
u_{1} & =1_{y} \otimes \varphi \in \mathrm{C}^{\infty}\left(\mathbb{R}^{2}\right) ; u_{2}=-\left(1_{y} \otimes \Psi\right) \in \mathrm{C}^{\infty}\left(\mathbb{R}^{2}\right) ; \\
{\left[u_{3, \varepsilon}\right] } & \sim\left(1_{x} \otimes \delta_{y}\right)=\delta_{\gamma} \in \mathcal{D}^{\prime}\left(\mathbb{R}^{2}\right)
\end{aligned}
$$

where $\sim$ means association in $\mathcal{D}^{\prime}$ and $\delta_{\gamma}$ is the Dirac distribution of the characteristic line $\{y=0\}[3]$.

## 4. The framework $\mathcal{G}_{\mathcal{O}_{M}}\left(\mathbb{R}^{2}\right)$ and uniqueness in the homogeneous case

The natural topology of $\mathcal{O}_{M}$ allows us to define a new algebra of tempered generalized function, $\mathcal{G}_{\mathcal{O}_{M}}\left(\mathbb{R}^{d}\right)$ (see [ [16] $]$, which differs from $\mathcal{G}_{\tau}\left(\mathbb{R}^{d}\right)$ but still admits a point value characterization (see [36]). As $\mathcal{G}_{\mathcal{O}_{M}}\left(\mathbb{R}^{d}\right)$ is of $(\mathcal{C}, \mathcal{E}, \mathcal{P})$ type and endowed with the sharp topology (see [15]), our goal is to recover uniqueness of the solution of $\left(P_{g}\right)$ in this context (see [2]).

### 4.1. Point values in $\mathcal{G}_{\mathcal{O}_{M}}\left(\mathbb{R}^{d}\right)$

We define $\mathcal{G}_{\mathcal{O}_{M}}\left(\mathbb{R}^{d}\right)$ as the quotient algebra $\mathcal{M}_{\mathcal{O}_{M}}\left(\mathbb{R}^{d}\right) / \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}^{d}\right)$ where

$$
\begin{aligned}
\mathcal{M}_{\mathcal{O}_{M}}\left(\mathbb{R}^{d}\right) & =\left\{\left(u_{\varepsilon}\right)_{\varepsilon} \in \mathcal{O}_{M}\left(\mathbb{R}^{d}\right)^{(0,1]}: \forall \varphi \in \mathcal{S}\left(\mathbb{R}^{d}\right), \forall \alpha \in \mathbb{N}^{d}\right. \\
& \left.\exists M \in \mathbb{N}, \exists \varepsilon_{0}, \forall \varepsilon<\varepsilon_{0}, \sup _{x \in \mathbb{R}^{d}}\left|\varphi(x) \partial^{\alpha} u_{\varepsilon}(x)\right| \leq \varepsilon^{-M}\right\} ; \\
\mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}^{d}\right) & =\left\{\left(u_{\varepsilon}\right)_{\varepsilon} \in \mathcal{O}_{M}\left(\mathbb{R}^{d}\right)^{(0,1]}: \forall \varphi \in \mathcal{S}\left(\mathbb{R}^{d}\right), \forall \alpha \in \mathbb{N}^{d}\right. \\
& \left.\forall m \in \mathbb{N}, \exists \varepsilon_{0}, \forall \varepsilon<\varepsilon_{0}, \sup _{x \in \mathbb{R}^{d}}\left|\varphi(x) \partial^{\alpha} u_{\varepsilon}(x)\right| \leq \varepsilon^{m}\right\}
\end{aligned}
$$

On one hand, we have $\mathcal{M}_{\mathcal{O}_{M}}\left(\mathbb{R}^{d}\right)=\mathcal{M}_{\tau}\left(\mathbb{R}^{d}\right)$ (see [ [16, Prop. 3.2]). However, we only have $\mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}^{d}\right) \supsetneq \mathcal{N}_{\tau}\left(\mathbb{R}^{d}\right)$. Thus $\mathcal{G}_{\mathcal{O}_{M}}\left(\mathbb{R}^{d}\right)$ differs from $\mathcal{G}_{\tau}\left(\mathbb{R}^{d}\right)$. On the other hand (see [16, Prop. 3.2]), we get

$$
\begin{aligned}
\mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}^{d}\right) & =\left\{( u _ { \varepsilon } ) _ { \varepsilon } \in \left(\mathcal{O}_{M}\left(\mathbb{R}^{d}\right)^{(0,1]}: \forall \alpha \in \mathbb{N}^{d}, \forall m \in \mathbb{N},\right.\right. \\
\exists p & \left.\in \mathbb{N}, \exists \varepsilon_{0}, \forall \varepsilon<\varepsilon_{0}, \sup _{x \in \mathbb{R}^{d}}(1+|x|)^{-p}\left|\partial^{\alpha} u_{\varepsilon}(x)\right| \leq \varepsilon^{m}\right\}
\end{aligned}
$$

By the same Taylor argument as in (see [27, Thm. 1.2.25]), we find (see [2])

$$
\begin{aligned}
& \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}^{d}\right)=\left\{\left(u_{\varepsilon}\right)_{\varepsilon} \in \mathcal{M}_{\tau}\left(\mathbb{R}^{d}\right): \forall m \in \mathbb{N}, \exists p \in \mathbb{N}\right. \\
& \left.\exists \varepsilon_{0}, \forall \varepsilon<\varepsilon_{0}, \sup _{x \in \mathbb{R}^{d}}(1+|x|)^{-p}\left|u_{\varepsilon}(x)\right| \leq \varepsilon^{m}\right\}
\end{aligned}
$$

We use the properties about generalized points and point values of $\mathcal{G}_{\mathcal{O}_{M}}\left(\mathbb{R}^{d}\right)$ presented in [Z]. Let us recall that $\widetilde{\mathbb{K}}=\mathcal{M}_{\mathbb{K}} / \mathcal{N}_{\mathbb{K}}$ is the ring of Colombeau generalized numbers $(\mathbb{K}=\mathbb{R}, \mathbb{C})$ and similarly $\widetilde{\mathbb{K}^{d}}=\widetilde{\mathbb{K}}^{d}$ the set of generalized points.
Definition 4.1. An element $\widetilde{x}=\left[\left(x_{\varepsilon}\right)_{\varepsilon}\right] \in \widetilde{\mathbb{R}}^{d}$ is of slow scale if for all $n \in \mathbb{N}$ there exists $\varepsilon_{0}$ such that, for all $\varepsilon<\varepsilon_{0}$, we have $\left|x_{\varepsilon}\right| \leq \varepsilon^{-1 / n}$.
Theorem 4.1. Take $u=\left[\left(u_{\varepsilon}\right)_{\varepsilon}\right] \in \mathcal{G}_{\mathcal{O}_{M}}\left(\mathbb{R}^{d}\right)$. From [包, theorem 5], we get that, for $\tilde{x}=\left[\left(x_{\varepsilon}\right)_{\varepsilon}\right]$ of slow scale, the point value $u(\tilde{x}):=\left[\left(u_{\varepsilon}\left(x_{\varepsilon}\right)\right)_{\varepsilon}\right] \in \widetilde{\mathbb{K}}$ is well-defined. Moreover $u=0$ if and only if $u(\tilde{x})=0$ for each slow scale point $\tilde{x}$ [ ${ }^{2}$, theorem 6].

### 4.2. Uniqueness in the homogeneous case

Theorem 4.2. Suppose that $\left(f_{\varepsilon}\right)_{\varepsilon}$ is taken in the subset $\mathcal{L}_{\mathcal{O}_{M}}(\mathbb{R})$ in $\mathcal{M}_{\mathcal{O}_{M}}(\mathbb{R})$ of families $\left(g_{\varepsilon}\right)_{\varepsilon}$ such that $g_{\varepsilon}^{\prime}>0,\left(g_{\varepsilon}^{-1}\right)_{\varepsilon} \in \mathcal{M}_{\mathcal{O}_{M}}(\mathbb{R}),\left(g_{\varepsilon}\right)_{\varepsilon}$ and $\left(g_{\varepsilon}^{-1}\right)_{\varepsilon}$ preserves slow scale points, $\lim _{\varepsilon \rightarrow 0, \mathcal{D}^{\prime}(\mathbb{R})} g_{\varepsilon}=0$. Then, if $\varphi \in \mathcal{O}_{M}(\mathbb{R}), \psi \in \mathcal{O}_{M}(\mathbb{R})$ and $F=0$, the solution $u=\left[u_{\varepsilon}\right]_{\mathcal{G}_{\mathcal{O}_{M}}\left(\mathbb{R}^{2}\right)}$ of $\left(P_{g}\right)$ is unique in $\mathcal{G}_{\mathcal{O}_{M}}\left(\mathbb{R}^{2}\right)$ and depends only on $f=\left[f_{\varepsilon}\right]_{\mathcal{G}_{\mathcal{O}_{M}}(\mathbb{R})}$.

Proof. We have

$$
\frac{\partial^{2} u_{\varepsilon}}{\partial x \partial y}(x, y)=0, u_{\varepsilon}\left(x, f_{\varepsilon}(x)\right)=\varphi(x), \frac{\partial u_{\varepsilon}}{\partial y}\left(x, f_{\varepsilon}(x)\right)=\psi(x)
$$

Then

$$
u_{\varepsilon}(x, y)=u_{0, \varepsilon}(x, y)=\varphi(x)-\chi_{\varepsilon}\left(f_{\varepsilon}(x)\right)+\chi_{\varepsilon}(y),
$$

where $\chi_{\varepsilon}$ is a primitive of $\psi \circ f_{\varepsilon}^{-1}$. Let $u=\left[u_{\varepsilon}\right]\left(\right.$ with $\left.\left(u_{\varepsilon}\right) \in \mathcal{M}_{\mathcal{O}_{M}}\left(\mathbb{R}^{2}\right)\right)$ be the solution of $\left(P_{g}\right)$ obtained in Theorem [5.2. Let $v=\left[v_{\varepsilon}\right]\left(\right.$ with $\left.\left(v_{\varepsilon}\right) \in \mathcal{M}_{\mathcal{O}_{M}}\left(\mathbb{R}^{2}\right)\right)$ be another solution to $\left(P_{g}\right)$. There are $\left(i_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}^{2}\right),\left(\alpha_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}(\mathbb{R})$, $\left(\beta_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}(\mathbb{R})$, such that

$$
\left(P_{\varepsilon}\right)\left\{\begin{aligned}
\frac{\partial^{2} v_{\varepsilon}}{\partial x \partial y}(x, y) & =i_{\varepsilon}(x, y) \\
v_{\varepsilon}\left(x, f_{\varepsilon}(x)\right) & =\varphi(x)+\alpha_{\varepsilon}(x), \frac{\partial v_{\varepsilon}}{\partial y}\left(x, f_{\varepsilon}(x)\right)=\psi(x)+\beta_{\varepsilon}(x)
\end{aligned}\right.
$$

The uniqueness of the solution to $\left(P_{g}\right)$ will be the consequence of $\left(v_{\varepsilon}-u_{\varepsilon}\right)_{\varepsilon} \in$ $\mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}^{2}\right)$. We have $v_{0, \varepsilon}(x, y)=u_{0, \varepsilon}(x, y)+\theta_{\varepsilon}(x, y)$, where

$$
\theta_{\varepsilon}(x, y)=\alpha_{\varepsilon}(x)-B_{\varepsilon}\left(f_{\varepsilon}(x)\right)+B_{\varepsilon}(y)
$$

and $B_{\varepsilon}$ is a primitive of $\beta_{\varepsilon} \circ f_{\varepsilon}^{-1}$. Furthermore, as $\left(\beta_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}(\mathbb{R}),\left(f_{\varepsilon}\right)_{\varepsilon}$ is taken in $\mathcal{L}_{\mathcal{O}_{M}}(\mathbb{R})$ (it preserves slow scale points), then $\left(\beta_{\varepsilon} \circ f_{\varepsilon}^{-1}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}(\mathbb{R})$ and $\left(B_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}(\mathbb{R})$. As $\left(\alpha_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}(\mathbb{R})$, so $\left(\theta_{\varepsilon}\right)_{\varepsilon}$ belongs to $\mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}^{2}\right)$. We have

$$
v_{\varepsilon}(x, y)=v_{0, \varepsilon}(x, y)+\iint_{D(x, y, f)} i_{\varepsilon}(\xi, \eta) d \xi d \eta
$$

We set, for all $\varepsilon$,

$$
j_{\varepsilon}(x, y)=\iint_{D(x, y, f)} i_{\varepsilon}(\xi, \eta) d \xi d \eta
$$

Now we have to check that $\left(j_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}^{2}\right)$. Let $\left[\left(x_{\varepsilon}, y_{\varepsilon}\right)_{\varepsilon}\right] \in \widetilde{\mathbb{R}}^{2}$ be a slow scale point. Then $\left[\left(x_{\varepsilon}\right)_{\varepsilon}\right] \in \widetilde{\mathbb{R}},\left[\left(z_{\varepsilon}\right)_{\varepsilon}\right]=\left[\left(f_{\varepsilon}\left(x_{\varepsilon}\right)\right)_{\varepsilon}\right] \in \widetilde{\mathbb{R}}$ and $\left[\left(f_{\varepsilon}^{-1}\left(y_{\varepsilon}\right)\right)_{\varepsilon}\right] \in \widetilde{\mathbb{R}}$ are also slow scale points.

We define $\mathrm{A}_{\varepsilon}\left(x_{\varepsilon}, y_{\varepsilon}\right)=$ area of $D\left(x_{\varepsilon}, y_{\varepsilon}, f_{\varepsilon}\right)$. According to the mean value theorem, for each $\varepsilon$, there exists $\left(c_{\varepsilon}, d_{\varepsilon}\right) \in D\left(x_{\varepsilon}, y_{\varepsilon}, f_{\varepsilon}\right)$ such that

$$
\left.\left|j_{\varepsilon}\left(x_{\varepsilon}, y_{\varepsilon}\right)\right|=\mid \iint_{D\left(x_{\varepsilon}, y_{\varepsilon}, f_{\varepsilon}\right)} i_{\varepsilon}(\xi, \eta)\right) d \xi d \eta\left|=\left|i_{\varepsilon}\left(c_{\varepsilon}, d_{\varepsilon}\right)\right| \mathrm{A}_{\varepsilon}\left(x_{\varepsilon}, y_{\varepsilon}\right)\right.
$$

Where $i_{\varepsilon}\left(c_{\varepsilon}, d_{\varepsilon}\right)$ is the average value of $i_{\varepsilon}$ on $D\left(x_{\varepsilon}, y_{\varepsilon}, f_{\varepsilon}\right)$. As

$$
\left.\left|c_{\varepsilon}\right| \leq \max \left(\left|x_{\varepsilon}\right|,\left|f_{\varepsilon}^{-1}\left(y_{\varepsilon}\right)\right|\right),\left|d_{\varepsilon}\right|\right) \leq \max \left(\left|f_{\varepsilon}\left(x_{\varepsilon}\right)\right|,\left|y_{\varepsilon}\right|\right)
$$

then $\left[\left(c_{\varepsilon}\right)_{\varepsilon}\right]$ and $\left[\left(d_{\varepsilon}\right)_{\varepsilon}\right]$ are slow scale points. Thus $\left[\left(c_{\varepsilon}, d_{\varepsilon}\right)_{\varepsilon}\right]$ is a slow scale point of $\widetilde{\mathbb{R}}^{2}$. As $\left(i_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}^{2}\right)$ we obtain that $\left(i_{\varepsilon}\left(c_{\varepsilon}, d_{\varepsilon}\right)\right)_{\varepsilon} \in \mathcal{N}_{\mathbb{R}}$ and $\left(j_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}^{2}\right)$. Thus there is $\left(\sigma_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}^{2}\right)\left(\sigma_{\varepsilon}=\theta_{\varepsilon}+j_{\varepsilon}\right)$ such that $v_{\varepsilon}=u_{\varepsilon}+\sigma_{\varepsilon}$.

Remark 4.2. However, if $F \neq 0$, we cannot prove the existence of a solution to $\left(P_{g}\right)$ in $\mathcal{G}_{\mathcal{O}_{M}}\left(\mathbb{R}^{2}\right)$ as can be seen by taking $F(x, y, u(x, y)=-4 x y u(x, y)$, $\varphi(x)=1, \psi(x)=-2 x$. Thus we have

$$
\left(P_{\varepsilon}\right): \frac{\partial^{2} u_{\varepsilon}}{\partial x \partial y}(t, x)=-4 x y u_{\varepsilon}(x, y), u_{\varepsilon}(x, \varepsilon x)=1, \frac{\partial u_{\varepsilon}}{\partial y}(x, \varepsilon x)=-2 x
$$

The solution to $\left(P_{\varepsilon}\right)$ is given by $u_{\varepsilon}(x, y)=\exp \left(-y^{2} / \varepsilon\right) \exp \left(\varepsilon x^{2}\right)$ which does not belong to $\mathcal{M}_{\mathcal{O}_{M}}\left(\mathbb{R}^{2}\right)$.

This remark shows that in order to prove the existence and the uniqueness to the characteristic Cauchy problem for the wave equation in canonical form we need another strategy. We may look for solution defined for large but finite $x$.

## 5. Uniqueness for the non-homogeneous problem

### 5.1. The framework of $\mathcal{G}_{\mathcal{O}_{M}}([0, T] \times[0, \infty[)$

### 5.1.1. The algebra $\mathcal{G}_{\mathcal{O}_{M}}(\bar{\Omega})$

Thanks to the results of H. A. Biagioni [9], J. Aragona [6], [7] and J-A. Marti (private communication: Generalized functions on the closure of an open set) and using the study of [2Z]], we can define Colombeau spaces on the closure $\bar{\Omega}$ of an open set $\Omega \subset \mathbb{R}^{n}$, such that $O \subset \Omega \subset \bar{O}$, where $O$ is an open subset of $\mathbb{R}^{n}$ and $\bar{O}$ the closure of $O$.

We can easily define $\mathrm{C}^{\infty}(\bar{\Omega})$ as the space of restrictions to $\bar{\Omega}$ of functions in $\mathrm{C}^{\infty}(O)$ for any open set $O \supset \bar{\Omega}$. $\mathrm{C}^{\infty}$ being a sheaf, the definition is independent of the choice of $O$. The usual topology of $\mathrm{C}^{\infty}(\bar{\Omega})$ involve the family of compact set $K \Subset \bar{\Omega}$. Define now

$$
\begin{aligned}
\mathcal{O}_{M}(\bar{\Omega}) & =\left\{f \in \mathrm{C}^{\infty}(\bar{\Omega}), \exists g \in \mathcal{O}_{M}(O), O \supset \bar{\Omega}, f=\left.g\right|_{\bar{\Omega}}\right\} \\
\mathcal{S}(\bar{\Omega}) & =\left\{f \in \mathrm{C}^{\infty}(\bar{\Omega}), \exists g \in \mathcal{S}(O), O \supset \bar{\Omega}, f=\left.g\right|_{\bar{\Omega}}\right\} .
\end{aligned}
$$

The function $p_{\varphi, \alpha}: \mathcal{O}_{M}(\bar{\Omega}) \rightarrow \mathbb{R}_{+}$

$$
f \mapsto p_{\varphi, \alpha}(f)=\sup _{x \in \bar{\Omega}}\left|\varphi(x) \mathcal{D}^{\alpha} f(x)\right|,
$$

where $\varphi \in \mathcal{S}(\bar{\Omega})$ and $\alpha \in \mathbb{N}^{n}$, is a semi-norm on $\mathcal{O}_{M}(\bar{\Omega})$ and the family $\mathcal{P}=\left(p_{\varphi, \alpha}\right)_{\varphi, \alpha \in \mathcal{S}(\bar{\Omega}) \times \mathbb{N}^{n}}$ endows the algebra $\mathcal{O}_{M}(\bar{\Omega})$ with a locally convex topology. Then, we can define $\mathcal{G}_{\mathcal{O}_{M}}(\bar{\Omega})$ as the quotient algebra $\mathcal{M}_{\mathcal{O}_{M}}(\bar{\Omega}) / \mathcal{N}_{\mathcal{O}_{M}}(\bar{\Omega})$ where

$$
\begin{aligned}
& \mathcal{M}_{\mathcal{O}_{M}}(\bar{\Omega})=\left\{\left(u_{\varepsilon}\right)_{\varepsilon} \in \mathcal{O}_{M}(\bar{\Omega})^{(0,1]}:(\forall \varphi \in \mathcal{S}(\bar{\Omega}))\left(\forall \alpha \in \mathbb{N}^{n}\right)\right. \\
&\left.(\exists M \in \mathbb{N})\left(\exists \varepsilon_{0}\right)\left(\forall \varepsilon<\varepsilon_{0}\right)\left(p_{\varphi, \alpha}\left(u_{\varepsilon}\right) \leq \varepsilon^{-M}\right)\right\} ; \\
& \mathcal{N}_{\mathcal{O}_{M}}(\bar{\Omega})=\left\{\left(u_{\varepsilon}\right)_{\varepsilon} \in \mathcal{O}_{M}(\bar{\Omega})^{(0,1]}:(\forall \varphi \in \mathcal{S}(\bar{\Omega}))\left(\forall \alpha \in \mathbb{N}^{n}\right)\right. \\
&\left.(\forall m \in \mathbb{N})\left(\exists \varepsilon_{0}\right)\left(\forall \varepsilon<\varepsilon_{0}\right)\left(p_{\varphi, \alpha}\left(u_{\varepsilon}\right) \leq \varepsilon^{m}\right)\right\} .
\end{aligned}
$$

This definition is consistent. We can involve, for example, the framework of $(\mathcal{C}, \mathcal{E}, \mathcal{P})$-algebra with $\mathcal{E}=\mathcal{O}_{M}(\bar{\Omega}), \mathcal{P}=\left(p_{\varphi, \alpha}\right)$ and $\mathcal{C}$ generated by $(\varepsilon)_{\varepsilon}$.

### 5.1.2. Point values in $\mathcal{G}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}^{d}\right)$

On

$$
\bar{\Omega}_{M}=\left\{\left(x_{\varepsilon}\right)_{\varepsilon} \in(\bar{\Omega})^{(0,1]}(\exists N \in \mathbb{N})\left(\left|x_{\varepsilon}\right|=O\left(\varepsilon^{-N}\right)\right)(\varepsilon \rightarrow 0)\right\}
$$

we introduce an equivalence relation by

$$
\left(x_{\varepsilon}\right)_{\varepsilon} \sim\left(y_{\varepsilon}\right)_{\varepsilon} \Longleftrightarrow(\forall m \in \mathbb{N})\left(\left|x_{\varepsilon}-y_{\varepsilon}\right|=O\left(\varepsilon^{-N}\right)\right)(\varepsilon \rightarrow 0)
$$

and denote by $\widetilde{\bar{\Omega}}:=\bar{\Omega}_{M} / \sim$ the set of generalized points in $\bar{\Omega}$.
We restrict to the case where $\bar{\Omega}$ is a box, i.e. a Cartesian product of closed (bounded or unbounded) intervals.

$$
\begin{aligned}
& \mathcal{M}_{\mathcal{O}_{M}}(\bar{\Omega})= \\
& \left\{\left(u_{\varepsilon}\right)_{\varepsilon} \in \mathcal{O}_{M}(\bar{\Omega})^{(0,1]} \mid\left(\forall \alpha \in \mathbb{N}^{d}\right)(\exists m \in \mathbb{N})(\exists p \in \mathbb{N})\right. \\
& \left.\left(\exists \varepsilon_{0}\right)\left(\forall \varepsilon<\varepsilon_{0}\right)\left(\sup _{x \in \bar{\Omega}}(1+|x|)^{-p}\left|\partial^{\alpha} u_{\varepsilon}(x)\right| \leq \varepsilon^{-m}\right)\right\} . \\
& \mathcal{N}_{\mathcal{O}_{M}}(\bar{\Omega})= \\
& \left\{\left(u_{\varepsilon}\right)_{\varepsilon} \in \mathcal{O}_{M}(\bar{\Omega})^{(0,1]} \mid\left(\forall \alpha \in \mathbb{N}^{d}\right)(\forall m \in \mathbb{N})(\exists p \in \mathbb{N})\right. \\
& \left.\left(\exists \varepsilon_{0}\right)\left(\forall \varepsilon<\varepsilon_{0}\right)\left(\sup _{x \in \bar{\Omega}}(1+|x|)^{-p}\left|\partial^{\alpha} u_{\varepsilon}(x)\right| \leq \varepsilon^{m}\right)\right\} .
\end{aligned}
$$

Moreover, we have (see [ [23]])

$$
\begin{aligned}
& \mathcal{N}_{\mathcal{O}_{M}}(\bar{\Omega})=\left\{\left(u_{\varepsilon}\right)_{\varepsilon} \in \mathcal{O}_{M}(\bar{\Omega})^{(0,1]} \mid(\forall m \in \mathbb{N})(\exists p \in \mathbb{N})\right. \\
&\left.\left(\exists \varepsilon_{0}\right)\left(\forall \varepsilon<\varepsilon_{0}\right)\left(\sup _{x \in \bar{\Omega}}(1+|x|)^{-p}\left|u_{\varepsilon}(x)\right| \leq \varepsilon^{m}\right)\right\}
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}^{d}\right)=\left\{\left(u_{\varepsilon}\right)_{\varepsilon} \in \mathcal{M}_{\tau}\left(\mathbb{R}_{+}^{d}\right) \mid(\forall m \in \mathbb{N})(\exists p \in \mathbb{N})\right. \\
&\left.\left(\exists \varepsilon_{0}\right)\left(\forall \varepsilon<\varepsilon_{0}\right)\left(\sup _{x \in \mathbb{R}^{d}}(1+|x|)^{-p}\left|u_{\varepsilon}(x)\right| \leq \varepsilon^{m}\right)\right\}
\end{aligned}
$$

Replacing $\mathbb{R}^{2}$ by $\mathbb{R}_{+}^{2}$ we obtain analogous definitions and theorems as in [2.2. Thus $\mathcal{F}$ can be defined as a mapping of $\mathcal{G}_{\mathcal{O}_{M}}([0, T] \times[0, \infty[)$ into itself and $\mathcal{R}$ as a mapping $\mathcal{G}_{\mathcal{O}_{M}}\left([0, T] \times\left[0, \infty[) \longrightarrow \mathcal{G}_{\mathcal{O}_{M}}\left(\left[0, \infty[)\right.\right.\right.\right.$ then problem $\left(P_{g}\right)$ is correctly formulated.

Replacing $\mathbb{R}^{d}$ by $\mathbb{R}_{+}^{d}$ we obtain also analogous definitions and theorems as in 4.1.

We recall two technical lemmas, the proof of the first one being a simple adaptation of [27, Thm 1.2.29].
Lemma 5.1. Let $\left(f_{\varepsilon}\right),\left(g_{\varepsilon}\right),\left(\tilde{f}_{\varepsilon}\right),\left(\tilde{g}_{\varepsilon}\right) \in \mathcal{M}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$be such that $\left[f_{\varepsilon}\right]=\left[\tilde{f}_{\varepsilon}\right]$ and $\left[g_{\varepsilon}\right]=\left[\tilde{g}_{\varepsilon}\right]$. We have that $\left[f_{\varepsilon} \circ g_{\varepsilon}\right]=\left[f_{\varepsilon} \circ \tilde{g}_{\varepsilon}\right]$. If moreover $\left[g_{\varepsilon}\right]$ preserves slow scale points then $\left[\tilde{f}_{\varepsilon} \circ g_{\varepsilon}\right]=\left[f_{\varepsilon} \circ g_{\varepsilon}\right]$.

Lemma 5.2. Let $\left(f_{\varepsilon}\right)_{\varepsilon},\left(g_{\varepsilon}\right)_{\varepsilon} \in \mathcal{M}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$be such that $f_{\varepsilon}$ and $g_{\varepsilon}$ are bijective, $\left(f_{\varepsilon}-g_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$and $\left(f_{\varepsilon}^{-1}\right)_{\varepsilon},\left(g_{\varepsilon}^{-1}\right)_{\varepsilon} \in \mathcal{M}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$. Suppose moreover that $\left[g_{\varepsilon}^{-1}\right]$ preserves slow scale points. Then $\left(f_{\varepsilon}^{-1}-g_{\varepsilon}^{-1}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$.
Proof. We have $\left(f_{\varepsilon}^{-1}-g_{\varepsilon}^{-1}\right) \circ g_{\varepsilon}=f_{\varepsilon}^{-1} \circ g_{\varepsilon}-I d \in \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$because $g_{\varepsilon}-$ $f_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$which implies that $\left[f_{\varepsilon}^{-1} \circ g_{\varepsilon}\right]=\left[f_{\varepsilon}^{-1} \circ f_{\varepsilon}\right]=[I d]$. But, as $f_{\varepsilon}^{-1}-g_{\varepsilon}^{-1}=\left(\left(f_{\varepsilon}^{-1}-g_{\varepsilon}^{-1}\right) \circ g_{\varepsilon}\right) \circ g_{\varepsilon}^{-1}$ and $\left[g_{\varepsilon}^{-1}\right] \in \mathcal{G}_{O M}\left(\mathbb{R}_{+}\right)$preserves slow scale points, using the preceding lemma we find that $f_{\varepsilon}^{-1}-g_{\varepsilon}^{-1} \in \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$.

### 5.2. The non-homogeneous case

Consider the well formulated generalized problem

$$
\left(P_{g}\right): \frac{\partial^{2} u}{\partial x \partial y}=\mathcal{F}(u), \mathcal{R}(u)=\varphi, \mathcal{R}\left(\frac{\partial u}{\partial y}\right)=\psi
$$

where $\mathcal{F}, \mathcal{R}$ are defined as previously by taking into account a family $\left(l_{\varepsilon}\right)_{\varepsilon}$, $\varphi \in \mathcal{O}_{M}\left(\mathbb{R}_{+}\right) \subset \mathcal{G}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right), \psi \in \mathcal{O}_{M}\left(\mathbb{R}_{+}\right)$. The solution $u$ is in the algebra $\mathcal{A}\left(\mathbb{R}^{2}\right)$.

Lemma 5.3. Let $u, w$ and $a$ be non-negative continuous functions defined for $(x, y) \in \mathbb{R}_{+}^{2}$ and let $w$ be non-decreasing in each variable $x$, $y$. Define, for $(x, y) \in \mathbb{R}_{+}^{2}$,

$$
\begin{gathered}
D(x, y, f)=\left\{\begin{array}{l}
\left\{(\xi, \eta) / x \leq \xi \leq f^{-1}(y), f_{\varepsilon}(\xi) \leq \eta \leq y\right\}, \text { if } y \geq f(x), \\
\left\{(\xi, \eta) / f^{-1}(y) \leq \xi \leq x, y \leq \eta \leq f_{\varepsilon}(\xi)\right\}, \text { if } y \leq f(x) . \\
n(x, y)=\iint_{D(x, y, f)} a(\xi, \eta) u(\xi, \eta) d \xi d \eta .
\end{array}\right. \\
.
\end{gathered}
$$

If, for each $(x, y) \in \mathbb{R}_{+}^{2}$,

$$
\begin{equation*}
u(x, y) \leq w(x, y)+n(x, y) \tag{A1}
\end{equation*}
$$

then, for each $(x, y) \in \mathbb{R}_{+}^{2}$,

$$
\begin{aligned}
& u(x, y) \leq w(x, y)+ \\
& w(x, y)\left(\iint_{D(x, y, f)} a(s, t) \exp \left(\iint_{D(x, y, f)} a(\xi, \eta) d \xi d \eta-\iint_{D(s, t, f)} a(\xi, \eta) d \xi d \eta\right) d t d s\right) .
\end{aligned}
$$

Proof. See [T]. We treat the case $y \geq f(x)$, the other can be solved similarly. Then

$$
\begin{aligned}
n(x, y) & =\iint_{D(x, y, f)} a(\xi, \eta) u(\xi, \eta) d \xi d \eta=\int_{x}^{f^{-1}(y)}\left(\int_{f(\xi)}^{y} a(\xi, \eta) u(\xi, \eta) d \eta\right) d \xi \\
& =\int_{f(x)}^{y}\left(\int_{x}^{f^{-1}(\eta)} a(\xi, \eta) u(\xi, \eta) d \xi\right) d \eta
\end{aligned}
$$

We have, $\operatorname{for}(x, y) \in \mathbb{R}_{+}^{2}, u(x, y) \leq w(x, y)+n(x, y)$, and

$$
n_{x y}(x, y)=-a(x, y) u(x, y)
$$

thus we have

$$
\begin{aligned}
-n_{x y}(x, y)-a(x, y) n(x, y) & =a(x, y) u(x, y)-a(x, y) n(x, y) \\
& =a(x, y)[u(x, y)-n(x, y)] \\
& \leq a(x, y) w(x, y)
\end{aligned}
$$

Take

$$
k(x, y)=\int_{x}^{f^{-1}(y)}\left(\int_{f(\xi)}^{y} a(\xi, \eta) d \xi\right) d \eta=\int_{f(x)}^{y}\left(\int_{x}^{f^{-1}(\eta)} a(\xi, \eta) d \xi\right) d \eta
$$

Then

$$
k_{y}(x, y)=\int_{x}^{f^{-1}(y)} a(\xi, y) d \xi ; k_{x}(x, y)=-\int_{f(x)}^{y} a(x, \eta) d \eta ; k_{x y}(x, y)=-a(x, y)
$$

Thus

$$
\begin{aligned}
-n_{x y}(x, y)-a(x, y) n(x, y) & \leq a(x, y) w(x, y)-n_{x}(x, y) k_{y}(x, y) \\
& -n_{y}(x, y) k_{x}(x, y)+n(x, y) k_{y}(x, y) k_{x}(x, y)
\end{aligned}
$$

That is

$$
\begin{aligned}
& {\left[-n_{x y}(x, y)-a(x, y) n(x, y)+n_{y}(x, y) k_{x}(x, y)\right]} \\
& +\left[n_{x}(x, y) k_{y}(x, y)-n(x, y) k_{y}(x, y) k_{x}(x, y)\right] \\
& \leq a(x, y) w(x, y)
\end{aligned}
$$

By multiplication with $\exp (-k(x, y))$, we obtain

$$
\begin{aligned}
& {\left[-n_{x y}(x, y)-a(x, y) n(x, y)+n_{y}(x, y) k_{x}(x, y)\right] \exp (-k(x, y))} \\
& +\left[n_{x}(x, y) k_{y}(x, y)-n(x, y) k_{y}(x, y) k_{x}(x, y)\right] \exp (-k(x, y)) \\
& \leq a(x, y) w(x, y) \exp (-k(x, y))
\end{aligned}
$$

That is

$$
\begin{aligned}
& \frac{\partial}{\partial y}\left[\left(-n_{x}(x, y)+n(x, y) k_{x}(x, y)\right) \exp (-k(x, y))\right] \\
& \leq a(x, y) w(x, y) \exp (-k(x, y))
\end{aligned}
$$

By keeping $x$ fixed in the above inequality, setting $y=t$ and then integrating with respect to $t$ from $f(x)$ to $y$ we obtain

$$
\begin{aligned}
& \left(-n_{x}(x, y)+n(x, y) k_{x}(x, y)\right) \exp (-k(x, y)) \\
& \leq \int_{f(x)}^{y} a(x, t) w(x, t) \exp (-k(x, t)) d t
\end{aligned}
$$

because $n_{x}(x, f(x))=0$. That is

$$
\frac{\partial}{\partial x}(-n(x, y) \exp (-k(x, y))) \leq \int_{f(x)}^{y} a(x, t) w(x, t) \exp (-k(x, t)) d t
$$

Now, by keeping $y$ fixed in the above inequality, setting $x=s$ and then integrating with respect to $s$ from $x$ to $f^{-1}(y)$, we have

$$
\begin{aligned}
& -n\left(f^{-1}(y), y\right) \exp \left(-k\left(f^{-1}(y), y\right)\right)+n(x, y) \exp (-k(x, y)) \\
& \leq \int_{x}^{f^{-1}(y)}\left(\int_{f(s)}^{y} a(s, t) w(s, t) \exp (-k(s, t)) d t\right) d s
\end{aligned}
$$

Thus

$$
n(x, y) \exp (-k(x, y)) \leq \int_{x}^{f^{-1}(y)}\left(\int_{f(s)}^{y} a(s, t) w(s, t) \exp (-k(s, t)) d t\right) d s
$$

Then

$$
\begin{aligned}
& \int_{x}^{f^{-1}(y)}\left(\int_{f(\xi)}^{y} a(\xi, \eta) u(\xi, \eta) d \eta\right) \mathrm{d} \xi \\
& \leq \exp (k(x, y)) \int_{x}^{f^{-1}(y)}\left(\int_{f(s)}^{y} a(s, t) w(s, t) \exp (-k(s, t)) d t\right) d s
\end{aligned}
$$

We have

$$
\begin{aligned}
& \exp (k(x, y)) \int_{x}^{f^{-1}(y)}\left(\int_{f(s)}^{y} a(s, t) w(s, t) \exp (-k(s, t)) d t\right) d s \\
& =\int_{x}^{f^{-1}(y)}\left(\int_{f(s)}^{y} a(s, t) w(s, t) \exp (k(x, y)) \exp (-k(s, t)) d t\right) d s \\
& =\int_{x}^{f^{-1}(y)} \int_{f(s)}^{y} a(s, t) w(s, t) \exp (k(x, y)-k(s, t)) d t d s .
\end{aligned}
$$

So

$$
\begin{align*}
& \int_{x}^{f^{-1}(y)}\left(\int_{f(\xi)}^{y} a(\xi, \eta) u(\xi, \eta) d \eta\right) \mathrm{d} \xi  \tag{A3}\\
& \leq \int_{x}^{f^{-1}(y)} \int_{f(s)}^{y} a(s, t) w(s, t) \exp (k(x, y)-k(s, t)) d t d s \tag{5.1}
\end{align*}
$$

From All and $A 3$ we have

$$
u(x, y) \leq w(x, y)+\int_{x}^{f^{-1}(y)} \int_{f(s)}^{y} a(s, t) w(s, t) \exp (k(x, y)-k(s, t)) d t d s
$$

Since $w(x, y)$ is non-negative and non-decreasing in each variable $x, y$, we have

$$
u(x, y) \leq w(x, y)\left(1+\int_{x}^{f^{-1}(y)} \int_{f(s)}^{y} a(s, t) \exp (k(x, y)-k(s, t)) d t d s\right)
$$

Moreover,
$\exp (k(x, y)-k(s, t))=\exp \left(\int_{x}^{f^{-1}(y)} \int_{f(\xi)}^{y} a(\xi, \eta) d \xi d \eta-\int_{s}^{f^{-1}(t)} \int_{f(\xi)}^{t} a(\xi, \eta) d \xi d \eta\right)$
hence the result

$$
\begin{aligned}
& u(x, y) \leq w(x, y)+ \\
& \leq w(x, y)\left(\iint_{D(x, y, f)} a(s, t) \exp \left(\iint_{D(x, y, f)} a(\xi, \eta) d \xi d \eta-\iint_{D(s, t, f)} a(\xi, \eta) d \xi d \eta\right) d t d s\right)
\end{aligned}
$$

Corollary 5.4. With the previous assumptions, for $(x, y) \in \mathbb{R}_{+}^{2}$, we have

$$
u(x, y) \leq w(x, y) \exp \left(\iint_{D(x, y, f)} a(s, t) d t d s .\right)
$$

Proof. We consider the case $y \geq f(x)$. $\operatorname{For}(x, y) \in \mathbb{R}_{+}^{2}$, we have

$$
u(x, y) \leq w(x, y)\left(1+\iint_{D(x, y, f)} a(s, t) \exp (k(x, y)-k(s, t)) d t d s\right)
$$

Take

$$
M=1+\iint_{D(x, y, f)} a(s, t) \exp (k(x, y)-k(s, t)) d t d s
$$

then

$$
M \leq 1+\exp (k(x, y)) \iint_{D(x, y, f)} a(s, t) \exp (-k(s, t)) d t d s
$$

hence

$$
M \leq 1+\exp (k(x, y)) \iint_{D(x, y, f)} \exp (-k(s, t))\left(-\frac{d^{2}}{d s d t} \iint_{D(s, t, f)} a(\xi, \eta) d \xi d \eta\right) d t d s
$$

Thus

$$
\begin{aligned}
M & \leq 1+\exp (k(x, y)) \iint_{D(x, y, f)} \exp (-k(s, t))\left(\frac{d^{2}}{d s d t} k(s, t)\right) d t d s \\
& \leq 1+\exp (k(x, y))(1-\exp (-k(x, y))) .
\end{aligned}
$$

We deduce that

$$
\begin{aligned}
M & \leq 1+\exp (k(x, y))-\exp (k(x, y)) \exp (-k(x, y)) \\
& \leq 1+\exp (k(x, y))-1
\end{aligned}
$$

Then we have $M \leq \exp (k(x, y))$, but $w$ is non-negative and non-decreasing in each variable $x, y$, then we obtain $u(x, y) \leq w(x, y) \exp (k(x, y))$, that is

$$
u(x, y) \leq w(x, y) \exp \left(\iint_{D(x, y, f)} a(s, t) d t d s\right)
$$

Corollary 5.5. Let a be non-negative continuous function defined on $\mathbb{R}_{+}^{2}$. Assume that, for each $(x, y) \in \mathbb{R}_{+}^{2}$, we have $|F(x, y, u(x, y))| \leq a(x, y) u(x, y)$. Let $\mathcal{L}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$be the subset in $\mathcal{M}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$of families $\left(g_{\varepsilon}\right)_{\varepsilon}$ such that $g_{\varepsilon}^{\prime}>0$
and $\left[g_{\varepsilon}^{-1}\right] \in \mathcal{M}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$preserves slow scale points, $\lim _{\varepsilon \rightarrow 0, \mathcal{D}^{\prime}(\mathbb{R})} g_{\varepsilon}=0$. Assume that $\Phi \in \mathcal{O}_{M}\left(\mathbb{R}_{+}\right), \Psi \in \mathcal{O}_{M}\left(\mathbb{R}_{+}\right),\left(L_{\varepsilon}\right)_{\varepsilon} \in \mathcal{L}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right),\left[U_{\varepsilon}\right] \in \mathcal{G}\left(\mathbb{R}_{+}^{2}\right)$ is a solution to

$$
\left(P_{g}^{*}\right): \quad \frac{\partial^{2} U}{\partial x \partial y}=\mathcal{F}(U) \quad ; \quad \mathcal{R}(U)=\Phi ; \quad \mathcal{R}\left(\frac{\partial U}{\partial y}\right)=\psi
$$

and $\left|U_{0, \varepsilon}\right|$ is non-decreasing in each variable $x, y$. Then, for each $(x, y) \in \mathbb{R}_{+}^{2}$, we have

$$
\left|U_{\varepsilon}(x, y)\right| \leq\left|U_{0, \varepsilon}(x, y)\right|+\iint_{D\left(x, y, f_{\varepsilon}\right)} a(\xi, \eta)\left|U_{\varepsilon}(\xi, \eta)\right| d \xi d \eta
$$

thus

$$
\left|U_{\varepsilon}(x, y)\right| \leq\left|U_{0, \varepsilon}(x, y)\right| \exp \left(\int_{x}^{f_{\varepsilon}^{-1}(y)} \int_{f_{\varepsilon}(s)}^{y} a(s, t) d t d s\right)
$$

Definition 5.6. The generalized function $\left[u_{\varepsilon}\right]$ is a solution to Problem $\left(P_{g}^{* *}\right)$ if there are $U=\left[U_{\varepsilon}\right] \in \mathcal{G}\left(\mathbb{R}_{+}^{2}\right), \Phi, \Psi \in \mathcal{O}_{M}\left(\mathbb{R}_{+}\right),\left(L_{\varepsilon}\right)_{\varepsilon} \in \mathcal{L}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$such that
(1) $U$ is solution to $\left(P_{g}^{*}\right)$;
$(2)\left\{\begin{array}{c}u_{\varepsilon}=\left.U_{\varepsilon}\right|_{[0, T] \times[0, \infty[ } ; l_{\varepsilon}=\left.L_{\varepsilon}\right|_{[0, T]} ; \\ u_{\varepsilon}\left(x, l_{\varepsilon}(x)\right)=\left.\Phi\right|_{[0, T]}(x)=\varphi(x) ; \\ \frac{\partial u_{\varepsilon}}{\partial y}\left(x, l_{\varepsilon}(x)\right)=\left.\Psi\right|_{[0, T]}(x)=\psi(x) ;\end{array}\right.$
(3) $\left\{\left[u_{\varepsilon}\right] \in \mathcal{G}_{\mathcal{O}_{M}}([0, T] \times[0,+\infty[)\right.$.

Moreover, for $(t, x) \in \mathbb{R}_{+}^{2}$, we have

$$
U_{\varepsilon}(t, x)=U_{0, \varepsilon}(x, y)-\iint_{D\left(x, y, L_{\varepsilon}\right)} F\left(\xi, \eta, U_{\varepsilon}(\xi, \eta)\right) d \xi d \eta .
$$

Theorem 5.1. Suppose that $\left(l_{\varepsilon}\right)_{\varepsilon}$ is taken in $\mathcal{L}_{\mathcal{O}_{M}}([0, T])$. If $\varphi \in \mathcal{O}_{M}([0, T])$, $\psi \in \mathcal{O}_{M}([0, T])$, the generalized function $u=\left[u_{\varepsilon}\right]_{\mathcal{G}_{\mathcal{O}_{M}}([0, T] \times[0, \infty[)}$, where $u_{\varepsilon}$ is defined in Definition 5.6, depends only on $l=\left[l_{\varepsilon}\right]_{\mathcal{G}_{\mathcal{O}_{M}}([0, T])}$. Let a be nonnegative continuous function defined on $\mathbb{R}_{+}^{2}$. Assume that, for each $(x, y) \in \mathbb{R}_{+}^{2}$, $|F(x, y, u(x, y))| \leq a(x, y) u(x, y), M_{1}=\sup _{(x, y) \in\left(\mathbb{R}_{+}\right)^{2}}(a(x, y))<+\infty$ and $\left|U_{0, \varepsilon}\right|$ is non-decreasing in each variable $x, y$. Then $u$ is the unique solution to $\left(P_{g}^{* *}\right)$ in $\mathcal{G}_{\mathcal{O}_{M}}([0, T] \times[0, \infty[)$.

Proof. The first step is to prove the existence, and it is not possible to do that in $\mathcal{G}_{\mathcal{O}_{M}}\left(\mathbb{R}^{2}\right)$ if $F \neq 0([\mathbb{Z}]$, Remark 3). We have

$$
U_{0, \varepsilon}(x, y)=\Xi_{\varepsilon}(y)-\Xi_{\varepsilon}\left(L_{\varepsilon}(x)\right)+\varphi_{\varepsilon}(x)
$$

and $\Xi_{\varepsilon}$ denotes a primitive of $\Psi \circ L_{\varepsilon}^{-1}$. Furthermore, as $\Psi \in \mathcal{O}_{M}\left(\mathbb{R}_{+}\right)$, $L_{\varepsilon}$ is taken in $\mathcal{L}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$(it preserve slow scale points), then $\left(\Psi \circ L_{\varepsilon}^{-1}\right)_{\varepsilon} \in$
$\mathcal{M}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$and $\left(\Xi_{\varepsilon}\right)_{\varepsilon} \in \mathcal{M}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$. As $\Phi \in \mathcal{O}_{M}\left(\mathbb{R}_{+}\right)$, so $\left(U_{0, \varepsilon}\right)_{\varepsilon}$ belongs to $\mathcal{M}_{\mathcal{O}_{M}}\left(\left(\mathbb{R}_{+}\right)^{2}\right)$.

Thus $\exists m \in \mathbb{N}, \exists p \in \mathbb{N}, \exists \varepsilon_{0}, \forall \varepsilon<\varepsilon_{0}$,

$$
\sup _{(x, y) \in\left(\mathbb{R}_{+}\right)^{2}}(1+|x|+|y|)^{-p} U_{0, \varepsilon}(t, x) \leq \varepsilon^{-m}
$$

From the above Corollary 5.5

$$
U_{\varepsilon}(x, y) \leq U_{0, \varepsilon}(x, y) \exp \left(\int_{f_{\varepsilon}^{-1}(y)}^{x} \int_{f_{\varepsilon}(s)}^{y} a(s, t) d t d s\right)
$$

Let $(x, y) \in \mathbb{R}_{+}^{2}$, define $\mathrm{A}_{\varepsilon}(x, y)=$ area of $D\left(x, y, f_{\varepsilon}\right)$. According to the mean value theorem, for each $\varepsilon$, there exists $\left(c_{\varepsilon}, d_{\varepsilon}\right) \in D\left(x, y, f_{\varepsilon}\right)$ such that

$$
\iint_{D\left(x, y, f_{\varepsilon}\right)} a(s, t) d t d s=\left|a\left(c_{\varepsilon}, d_{\varepsilon}\right)\right| \mathrm{A}_{\varepsilon}(x, y) .
$$

Then

$$
U_{\varepsilon}(x, y) \leq U_{0, \varepsilon}(x, y) \exp \left(\left|a\left(c_{\varepsilon}, d_{\varepsilon}\right)\right| \mathrm{A}_{\varepsilon}(x, y)\right)
$$

Take $u_{\varepsilon}=\left.U_{\varepsilon}\right|_{[0, T] \times[0, \infty[ }$. So, we have

$$
\begin{aligned}
& \sup _{(x, y) \in[0, T] \times[0, \infty[ }(1+|x|+|y|)^{-p}\left|u_{\varepsilon}(x, y)\right| \\
& \leq \sup _{(x, y) \in[0, T] \times[0, \infty[ }(1+|x|+|y|)^{-p}\left|u_{0, \varepsilon}(x, y)\right| e^{\left(-\left|a\left(c_{\varepsilon}, d_{\varepsilon}\right)\right| \mathrm{A}_{\varepsilon}(x, y)\right)} \\
& \leq \sup _{(x, y) \in\left(\mathbb{R}_{+}\right)^{2}}\left((1+|x|+|y|)^{-p}\left|U_{0, \varepsilon}(x, y)\right|\right) \sup _{(x, y) \in[0, T] \times[0, \infty[ } e^{M_{1}\left|x-L_{\varepsilon}^{-1}(y)\right|\left|y-L_{\varepsilon}(x)\right|} \\
& \leq \varepsilon^{-m} \sup _{(x, y) \in[0, T] \times[0, \infty[ } e^{-M_{1}\left|x-L_{\varepsilon}^{-1}(y)\right|\left|y-L_{\varepsilon}(x)\right|} .
\end{aligned}
$$

As $\left(L_{\varepsilon}\right)_{\varepsilon} \in \mathcal{L}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$, we know that $\left(L_{\varepsilon}^{-1}\right)_{\varepsilon} \in \mathcal{M}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$.
Take $l_{\varepsilon}=\left.L_{\varepsilon}\right|_{[0, T]}$. Then, for $\left(l_{\varepsilon}\right)_{\varepsilon} \in \mathcal{L}_{\mathcal{O}_{M}}([0, T])$, we have $y=l_{\varepsilon}\left(l_{\varepsilon}^{-1}(y)\right)$ and

$$
\begin{aligned}
\sup _{(x, y) \in[0, T] \times[0, \infty[ } e^{-M_{1}\left|x-L_{\varepsilon}^{-1}(y)\right|\left|y-L_{\varepsilon}(x)\right|} & =\sup _{(x, y) \in[0, T] \times[0, \infty[ } e^{-M_{1}\left|x-l_{\varepsilon}^{-1}(y)\right|\left|y-l_{\varepsilon}(x)\right|} \\
& \leq \sup _{(x, y) \in[0, T] \times[0, \infty[ } e^{-M_{1} T l_{\varepsilon}(T)} .
\end{aligned}
$$

So $\exists k \in \mathbb{N}, \exists p \in \mathbb{N}, \exists \varepsilon_{1}, \forall \varepsilon<\varepsilon_{1}$,

$$
\sup _{(t, x) \in[0, T] \times[0, \infty[ }(1+|t|+|x|)^{-p}\left|u_{\varepsilon}(t, x)\right| \leq \varepsilon^{-k}
$$

Thus

$$
\left(u_{\varepsilon}\right)_{\varepsilon} \in \mathcal{M}_{\mathcal{O}_{M}}([0, T] \times[0, \infty[)
$$

and the class of $\left(u_{\varepsilon},\right)_{\varepsilon}$ in $\mathcal{G}_{\mathcal{O}_{M}}\left([0, T]\left[\times\left[0, \infty[)\right.\right.\right.$ is a solution to problem $\left(P_{g}^{* *}\right)$ in $\mathcal{G}_{\mathcal{O}_{M}}([0, T] \times[0, \infty[)$.

Let us show that $u$ is the unique solution to $\left(P_{g}^{* *}\right)$. Let

$$
v=\left[v_{\varepsilon}\right] \in \mathcal{G}_{\mathcal{O}_{M}}([0, T] \times[0, \infty[)
$$

be another solution to $\left(P_{g}^{* *}\right)$. That is to say there are $\left[V_{\varepsilon}\right] \in \mathcal{G}\left(\mathbb{R}_{+}^{2}\right), \Phi \in$ $\mathcal{O}_{M}\left(\mathbb{R}_{+}\right), \Psi \in \mathcal{O}_{M}\left(\mathbb{R}_{+}\right),\left(L_{\varepsilon}\right)_{\varepsilon} \in \mathcal{L}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right),\left(I_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}^{2}\right),\left(\alpha_{\varepsilon}\right)_{\varepsilon} \in$ $\left.\left.\mathcal{N}_{\mathcal{O}_{M}}[0, T]\right),\left(\beta_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}[0, T]\right),\left(i_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}([0, T] \times[0, \infty[)$, such that
$(1)\left\{\begin{array}{c}\frac{\partial^{2} V_{\varepsilon}}{\partial x \partial y}(x, y)=F\left(t, x, V_{\varepsilon}(x, y)\right)+I_{\varepsilon}(x, y) ; \\ V_{\varepsilon}\left(x, L_{\varepsilon}(x)\right)=\Phi(x)+A_{\varepsilon}(x) ; \\ \frac{\partial V_{\varepsilon}}{\partial y}\left(x, L_{\varepsilon}(x)\right)=\Psi_{\varepsilon}(x)+B_{\varepsilon}(x) .\end{array}\right.$
$(2)\left\{\begin{array}{c}v_{\varepsilon}=\left.V_{\varepsilon}\right|_{[0, T] \times[0, \infty[ } ; l_{\varepsilon}=\left.L_{\varepsilon}\right|_{[0, T]} ; \varphi=\left.\Phi\right|_{[0, T]} ; \psi=\left.\Psi\right|_{[0, T]} ; \\ v_{\varepsilon}\left(x, l_{\varepsilon}(x)\right)=\left.\Phi\right|_{[0, T]}(x)+\left.A\right|_{[0, T]}(x)=\varphi(x)+\alpha_{\varepsilon}(x) ; \\ \frac{\partial v_{\varepsilon}}{\partial y}\left(x, L_{\varepsilon}(x)\right)=\left.\Psi\right|_{[0, T]}(x)+\left.B_{\varepsilon}\right|_{[0, T]}(x)=\psi(x)+\left.\beta_{\varepsilon}\right|_{[0, T]}(x) .\end{array}\right.$
(3) $\left\{\left[v_{\varepsilon}\right] \in \mathcal{G}_{\mathcal{O}_{M}}([0, T] \times[0, \infty[)\right.$.

The uniqueness of the solution to $\left(P_{g}\right)$ will be consequence of

$$
\left(v_{\varepsilon}-u_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}([0, T] \times[0, \infty[)
$$

We have $V_{0, \varepsilon}(x, y)=U_{0, \varepsilon}(x, y)+\theta_{\varepsilon}(x, y)$, where

$$
\theta_{\varepsilon}(x, y)=A_{\varepsilon}(x)-\Pi_{\varepsilon}\left(L_{\varepsilon}(x)\right)+\Pi_{\varepsilon}(y)
$$

and $\Pi_{\varepsilon}$ denotes a primitive of $B_{\varepsilon} \circ L_{\varepsilon}^{-1}$. Furthermore, as $\left(B_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$, $\left(L_{\varepsilon}\right)_{\varepsilon}$ is taken in $\mathcal{L}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$(it preserves slow scale points), then $\left(B_{\varepsilon} \circ L_{\varepsilon}^{-1}\right)_{\varepsilon} \in$ $\mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$and $\left(\Pi_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}\right)$. As $\left(A_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}([0, T])$, so $\left(\theta_{\varepsilon}\right)_{\varepsilon}$ belongs to $\mathcal{N}_{\mathcal{O}_{M}}([0, T] \times[0, \infty[)$. We have

$$
\begin{aligned}
V_{\varepsilon}(x, y) & =V_{0, \varepsilon}(x, y)+\iint_{D\left(x, y, L_{\varepsilon}\right)} I_{\varepsilon}(\xi, \eta) d \xi d \eta \\
& -\iint_{D\left(x, y, L_{\varepsilon}\right)} F\left(\xi, \eta, V_{\varepsilon}(\xi, \eta)\right) d \xi d \eta
\end{aligned}
$$

We set, for all $\varepsilon$,

$$
J_{\varepsilon}(x, y)=\iint_{D\left(x, y, L_{\varepsilon}\right)} I_{\varepsilon}(\xi, \eta) d \xi d \eta
$$

Now we have to check that

$$
\left(J_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}([0, T] \times[0, \infty[) .
$$

Let $(x, y) \in \mathbb{R}_{+}^{2}$, recall that $\mathrm{A}_{\varepsilon}(x, y)=$ area of $D\left(x, y, f_{\varepsilon}\right)$. Let $\left[\left(x_{\varepsilon}, y_{\varepsilon}\right)_{\varepsilon}\right] \in{\widetilde{\mathbb{R}_{+}}}^{2}$ be a slow scale point. Then $\left[\left(x_{\varepsilon}\right)_{\varepsilon}\right] \in \widetilde{\mathbb{R}_{+}},\left[\left(z_{\varepsilon}\right)_{\varepsilon}\right]=\left[\left(L_{\varepsilon}\left(x_{\varepsilon}\right)\right)_{\varepsilon}\right] \in \widetilde{\mathbb{R}_{+}}$and
$\left[\left(L_{\varepsilon}^{-1}\left(y_{\varepsilon}\right)\right)_{\varepsilon}\right] \in \widetilde{\mathbb{R}_{+}}$are also slow scale points. According to the mean value theorem, for each $\varepsilon$, there exists $\left(c_{\varepsilon}, d_{\varepsilon}\right) \in D\left(x_{\varepsilon}, y_{\varepsilon}, L_{\varepsilon}\right)$ such that

$$
\left.\left|J_{\varepsilon}\left(x_{\varepsilon}, y_{\varepsilon}\right)\right|=\mid \int_{D\left(x, y, L_{\varepsilon}\right)} I_{\varepsilon}(\xi, \eta)\right) d \xi d \eta\left|=\left|I_{\varepsilon}\left(c_{\varepsilon}, d_{\varepsilon}\right)\right| \mathrm{A}_{\varepsilon}\left(x_{\varepsilon}, y_{\varepsilon}\right)\right.
$$

Where $I_{\varepsilon}\left(c_{\varepsilon}, d_{\varepsilon}\right)$ is the average value of $I_{\varepsilon}$ on $D\left(x_{\varepsilon}, y_{\varepsilon}, f_{\varepsilon}\right)$. As

$$
\left|c_{\varepsilon}\right| \leq \max \left(\left|x_{\varepsilon}\right|,\left|L_{\varepsilon}^{-1}\left(y_{\varepsilon}\right)\right|\right),\left|d_{\varepsilon}\right| \leq \max \left(\left|L_{\varepsilon}\left(x_{\varepsilon}\right)\right|,\left|y_{\varepsilon}\right|\right)
$$

then $\left[\left(c_{\varepsilon}\right)_{\varepsilon}\right]$ and $\left[\left(d_{\varepsilon}\right)_{\varepsilon}\right]$ are slow scale points. Thus $\left[\left(c_{\varepsilon}, d_{\varepsilon}\right)_{\varepsilon}\right]$ is a slow scale point of ${\widetilde{\mathbb{R}_{+}}}^{2}$. As $\left(I_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}^{2}\right)$ we obtain that $\left(I_{\varepsilon}\left(c_{\varepsilon}, d_{\varepsilon}\right)\right)_{\varepsilon} \in \mathcal{N}_{\mathbb{R}_{+}}$and $\left(J_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}^{2}\right)$. Thus there is $\left(\sigma_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}^{2}\right), \sigma_{\varepsilon}=\theta_{\varepsilon}+J_{\varepsilon}$, such that

$$
v_{\varepsilon}(x, y)=U_{0, \varepsilon}(x, y)+\sigma_{\varepsilon}(x, y)-\iint_{D\left(x, y, L_{\varepsilon}\right)} F\left(\xi, \eta, V_{\varepsilon}(\xi, \eta)\right) d \xi d \eta
$$

Take $W_{\varepsilon}=\left(V_{\varepsilon}-U_{\varepsilon}\right)$ and show that $\left(w_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}^{2}\right)$. We have

$$
W_{\varepsilon}(x, y)=\iint_{D\left(x, y, L_{\varepsilon}\right)}\left(-F\left(\xi, \eta, V_{\varepsilon}(\xi, \eta)\right)+F\left(\xi, \eta, U_{\varepsilon}(\xi, \eta)\right)\right) d \xi d \eta+\sigma_{\varepsilon}(x, y)
$$

but

$$
\begin{aligned}
& F\left(\xi, \eta, V_{\varepsilon}(\xi, \eta)\right)-F\left(\xi, \eta, U_{\varepsilon}(\xi, \eta)\right) \\
& =\left(V_{\varepsilon}(\xi, \eta)-U_{\varepsilon}(\xi, \eta)\right) \int_{0}^{1} \frac{\partial F}{\partial z}\left(\xi, \eta, U_{\varepsilon}(\xi, \eta)+\rho\left(W_{\varepsilon}(\xi, \eta)\right)\right) \mathrm{d} \rho
\end{aligned}
$$

so

$$
\begin{aligned}
W_{\varepsilon}(x, y) & =\sigma_{\varepsilon}(x, y) \\
& -\iint_{D\left(x, y, L_{\varepsilon}\right)} W_{\varepsilon}(\xi, \eta)\left(\int_{0}^{1} \frac{\partial F}{\partial z}\left(\xi, \eta, U_{\varepsilon}(\xi, \eta)+\rho\left(W_{\varepsilon}(\xi, \eta)\right)\right) d \rho d \xi\right) d \eta
\end{aligned}
$$

But $M_{1}=\sup _{(t, x, z) \in \mathbb{R}_{+}^{2} \times \mathbb{R}} \frac{\partial F}{\partial z}(t, x, z)=\sup _{(x, y) \in\left(\mathbb{R}_{+}\right)^{2}}(a(x, y))$, thus

$$
\left|W_{\varepsilon}(x, y)\right| \leq \sigma_{\varepsilon}(x, y)+\iint_{D\left(x, y, L_{\varepsilon}\right)} M_{1}\left|W_{\varepsilon}(\xi, \eta)\right| d \xi d \eta
$$

From the above Corollary 5.5, for any $(x, y) \in \mathbb{R}_{+}^{2}$, we have

$$
\left|W_{\varepsilon}(t, x)\right| \leq \sigma_{\varepsilon}(x, y) \exp \left(\iint_{D\left(x, y, L_{\varepsilon}\right)} M_{1} d t d s\right) \leq \sigma_{\varepsilon}(x, y) \exp \left(M_{1} \mathrm{~A}_{\varepsilon}(x, y)\right)
$$

But, as $\left(\sigma_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}\left(\mathbb{R}_{+}^{2}\right)$, we have $\forall m \in \mathbb{N}, \exists p \in \mathbb{N}, \exists \varepsilon_{0}, \forall \varepsilon<\varepsilon_{0}$,
$\sup _{(x, y) \in[0, T] \times[0, \infty[ }(1+|x|+|y|)^{-p} \sigma_{\varepsilon}(t, x) \leq \sup _{(x, y) \in \mathbb{R}_{+}^{2}}(1+|x|+|y|)^{-p} \sigma_{\varepsilon}(x, y) \leq \varepsilon^{m}$.
Take $l_{\varepsilon}=\left.L_{\varepsilon}\right|_{[0, T]}$. Then, for $\left(l_{\varepsilon}\right)_{\varepsilon} \in \mathcal{L}_{\mathcal{O}_{M}}([0, T])$, we have
$\sup _{(t, x) \in[0, T] \times[0, \infty[ } \exp \left(M_{1} \mathrm{~A}_{\varepsilon}(x, y)\right)=\sup _{(t, x) \in[0, T] \times[0, \infty[ } \exp \left(M_{1} \mathrm{~A}_{\varepsilon}(x, y)\right) \leq e^{M_{1} T f_{\varepsilon}(T)}$
so, $\forall k \in \mathbb{N}, \exists p \in \mathbb{N}, \exists \varepsilon_{1}, \forall \varepsilon<\varepsilon_{1}$,

$$
\sup _{(t, x) \in[0, T] \times[0, \infty[ }(1+|t|+|x|)^{-p}\left|w_{\varepsilon}(t, x)\right| \leq \varepsilon^{k}
$$

We deduce that

$$
\left(w_{\varepsilon}\right)_{\varepsilon} \in \mathcal{N}_{\mathcal{O}_{M}}([0, T] \times[0, \infty[)
$$

Thus the solution is unique in $\mathcal{G}_{\mathcal{O}_{M}}([0, T] \times[0, \infty[)$.
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