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GENERALIZED KANTOROVICH SAMPLING TYPE
SERIES ON HYPERGROUPS
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Abstract. In this article, we introduce and study a family of inte-
gral operators in the Kantorovich sense acting on functions defined on
hypergroups. We obtain the pointwise and uniform convergence results
for these operators in the setting of Orlicz spaces with respect to the
modular convergence.
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1. Introduction and preliminaries

The theory of generalized sampling series have been introduced by P. L.
Butzer and his school [[@] and [R] (see also [[3, I]). Recently, it is an attractive
topic in approximation theory due to its wide range of applications, especially in
signal and image processing (see [d, [, 0]). For w > 0, a generalized sampling
series of a function f: R — R is defined by

@nw = 3 etur-ns(L). zer

k=—o0

where ¢ is a kernel function on R. The Kantorovich type generalizations of
approximation operators is an important subject in approximation theory and
they are the method to approximate Lebesgue integrable functions. The Kan-
torovich type generalizations of the generalized sampling operators were intro-
duced by P. L. Butzer and his school (see, e.g. [[@, B, 14, I9]).

In [@], the authors have introduced the sampling Kantorovich operators and
studied their rate of convergence in the general settings of Orlicz spaces. Also,
the nonlinear version of sampling Kantorovich operators has been studied in
[[2] and [20]. A Voronovskaja type theorem and their quantitative estimate
in terms of modulus of smoothness for multivariate extension of Kantorovich
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generalized sampling series were studied in [2]. The approximation properties
of multivariate Kantorovich-Kotelnikov type operators generated by different
band-limited functions are studied in [I6]. In particular, the authors [IG] con-
sidered a wide class of functions with discontinuous Fourier transform. They
have also given the L,-rate of convergence for these operators in terms of the
classical moduli of smoothness.

Recently, Vinti and Zampogni introduced and studied the family of inte-
gral operators in the Kantorovich sense for functions acting on locally com-
pact topological groups in [Z1]. They also obtain the convergence results for
these operators with respect to the point-wise and uniform convergence and
in the setting of Orlicz spaces with respect to the modular convergence. In
this paper, we extend the main results in [21] to locally compact hypergroups.
Hypergroups, as extensions of locally compact groups, were introduced in the
70’s and from that time many researches have worked on harmonic analysis on
hypergroups. For convenience of readers, we recall the basic concepts of locally
compact hypergroups and Orlicz spaces. For more details about hypergroups
we refer to [6] and [I5].

1.1. Locally compact hypergroups

Let K be a locally compact Hausdorff space. We denote by M(K) the
space of all regular complex Borel measures on K, by M™(K) the space of all
nonnegative measures in M(K), and by J, the Dirac measure at the point .
The support of a measure u € M(K) is denoted by supp(u). We denote by
C(K) the set of all complex-valued continuous functions on K and by C}(K)
the set of all nonnegative compact supported elements of C(K). The cone
topology on M(K) is the weakest topology such that the mapping p — pu(K)
and for each f € CI(K), the mapping p — [} fdp is continuous.

Definition 1.1. A locally compact Hausdorff space, K, together with a bilinear
mapping (u,v) = p#* v from M(K) x M(K) into M(K) (called convolution),
and an involutive homeomorphism z +— 2~ on K (called involution) is called a
hypergroup if:

(i) foreach pu,v € MH(K), uxv € Mt (K). Also, the mapping (p,v) — p*v
from MT(K) x M (K) into M*(K) is continuous, where M*(K) is
equipped with the cone topology.

(ii) M(K) with * is a complex associative algebra, and for all u,v € M(K)

we have
sy = [ [ [ a6 )dutarant)

where f € Co(K);
(ii) for all z,y € K, d, * 0, is a compact supported probability measure;

(iv) there exists an element e € K (called identity) such that for all x € K,
Oz % 0e = 0¢ % 0y = Og;
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(v) for all z,y € K, (6, *6y)” = d,~ * J,—, where for each p € M(K),

o (f) = /K fa)dp(z), (€ ColK)).

Also, e € supp(0 * dy) if and only if x =y~

(vi) the mapping (z,y) — supp(d, *J,) from K x K into C(K) is continuous,
where C(K) is the space of all non-empty compact subsets of K equipped
with Michael topology in which the subbasis is given by

{Cy(V): U and V are open subsets of K},
where Cy(V) :={A € C(K): ANU # @ and AC V}.

Throughout this paper, K is a hypergroup with a left invariant measure m.
For each A, B C K and z € K, we denote

Ax B := U supp(d, *0p), zxA:={z}*xA and Axxz:=Ax{z}.
a€AbeB

Also, for each measurable function f: K — C and z,y € K, we denote

fz*y) ::/de(%*éy).

1.2. Orlicz spaces

A non-decreasing continuous function ¢ : [0, 00) — [0, 00) is called a Young
function if ¢(0) =0, ¢((0,00)) C (0,00), and lim,_, o ¢(z) = +00.

Let ¢ be a Young function and B(K) denote the set of all bounded Borel
measurable complex-valued functions on K. Then, the Orlicz space L?(K) is
defined by

LY(K):={f € B(K): / d(Alf(z)]) dm(z) < +oo for some A > 0}.
K
The vector space L?(K) equipped with the Luzemburg norm

16 = nfx >0 [ o(511)) dm(a) < )

is a Banach space.

We say that a Young function ¢ satisfies in Ag-condition whenever for each
[ € B(K), f € L?(K) if and only if [, ¢(A|f(z)|)dm(z) < 4oo for every
A > 0. If ¢ satisfies in Ag-condition, then for each sequence (f,,) C L?(K) and
f € L?(K), fn converges to f with |.||s-norm if and only if for some X\ > 0,

im [ ¢ (Alfu(t) = F(B)]) dm(t) = 0.

n—oQ K
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2. Kantorovich Type Operators on Hypergroups

Let H be a hypergroup and K be a commutative hypergroup with left Haar
measures m and o, respectively. Let B be a (symmetric) neighborhood basis of
e in K such that for each U € B there exists a set V € B such that V«V C U.

Let, for each w > 0, there exist a homeomorphism h,, : H — hy(H) C K.

We assume that for each w > 0, there exists a family U, = {Uy () }tem of
open nonempty subsets of K such that

o (i) 0 <m(Uy(t)) < oo for each t € H and w > 0;
e (ii) for each w > 0 and t € H, hy(t) € Uy(t).

e (iii) if B € B, there exists a number wy > 0 such that for every w > wy
we have {h,,(t)} * Uy (t)~ C B, for every t € H.

Let {xw }w>o0 be a family of measurable kernel functionals; i.e., x,, : K — R,
Xw € L'(K) and is bounded in a neighborhood of e (w > 0). We assume that

1. the map t — X (2%hy(t) ") belongs to L(H) for every z € K and w > 0;

2. for every w >0 and z € K,
/ Xw(2z * hy(8)7)do(t) = 1
H
3. there exists a constant M > 0 such that

sup/ X (2 % o (£) )| dor(t) < M < o0;
zeK JH

for every w > 0; if w > 0, z € K and B € B, set
B, :={t € H|{z} * {hy(t)"} C B}.

Then,
lim |Xw(z * he(t)7)| do(t) =0,

w—00 H\B. .,

uniformly with respect to z € K;

4. for every € > 0 and compact set £ C K, there exists a symmetric compact
set C' C K containing e with m(C') < oo and such that

/ 0(Ew) [xu(z % huo(8) )| dim(z) < e,
K\C

for every sufficiently large w > 0 and h,,(t) € E, where

Ew:={t€ H:hyt) € E} (w > 0).
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Let w > 0. For each f € B(K) we define
1 _
Swf(x):= /H /Uw(t) mxw(x % hoy (0)7) f(w) dm(u) do(t), (x € K).

Theorem 2.1. If f € C,(K), then

wh_{noo ”Swf - f”oo =0.
Proof. Since f € C,(K), for each £ > 0, there is a compact set U, € B such
that for each z,u € K, if supp(d, * d,- ) (U: # &, then |f(2) — f(u)| < e.
There is a symmetric open set V' € B such that V «V C U..

There exists wy > 0 such that for all w > wg, {hw(t)} * Uy(t)~ C V, for
every t € H. Put

B, ={t€ H|{z}*{hy(t)"} SV}
For each t € B, ,, and u € U,(t) we have
supp(d, * 0,-) C {2} * {hw(®) "} * {ho(t)} x Uyp(t) CV xV C U,

and so, |f(z) — f(u)|] < e. Thus, for each w > wo,

1Swf(2) = f(2)] =

/H / © Xuw (7 * by () 7)(f(u) — f(2)) dm(u) do(t)

< /H /w(t) IXw (2 * hoo(8) )| | f(u) — f(2)] dm(u) do(t)

- / / IXw (2 % hoy () )| | f () — F(2)| dm(u) do(t)
Bw JUw(t)

i /H\Bz,w /Uw@) IXw (2 * b (8) )] 1 f(w) = f(2)] dm(u) do(t)

< 6/3 IXw (2 * hop (t)7)| do(t)

z,w

1o /H X (2 % ho(8) )| dor(2)

z,w

SEM+||fHoo/H (= # o () )| o (t) = 0

B w

uniformly with respect to z, as w — co. O

Theorem 2.2. Let ¢ : Ry — Ry be a convex Young function and f € C.(K).
Then

Jim [y f = flls = 0.
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Proof. Let A > 0, and for each w > 0 and z € K, put g,(2) := ¢(A|Sw f(2) —
f(2)]). We show that

/ guw(2z) dm(z) — 0,
K
as w — oo.

By Theorem P, lim,, o0 gw(z) = 0, uniformly with respect to z.

Let Ey := supp(f). Choose a symmetric relatively compact set B € B, and
put F := B~ x E1. So, F is compact, and there is wg > 0 such that for each
w > wWo, hy(t) * Uy(t)” € B. Hence, U, (t) * hy(t)~ € B~ = B. This implies
that if h,(t) ¢ E, then

Uw(t) C Uy(t) * hyy(t)™ * hy(t) € B hy(t) C B* (K — E).

But,

B+ (K ~E)](Ei = [B™ *(K-E)]()E.CB * {(K— E)\(B *El)}
= .

So, Uy, (t) () E1 = @, for each w > wy, and we have (for w > wy)

/ Fu) dm(u) = 0.
U (t)

Now, fix A > 0, € > 0 and put
Ew ={t€ Hlh,(t) e E} (w>0)

. There exists a symmetric compact set C' C K containing e such that

/ |xw (2 % hy | dm(z) < g,
K\C

for every sufficiently large w > 0 and h,,(¢t) € E. We have

1Swf(z 2)| = Xw(Z * ho (1)) f (w) dm(u) do(t) — f(2)

t)m

+(t))Xw(Z * o (£)7) f(uw) dm(u) do(t) — f(2)

Uwty MU,

<2l / X (2 B (£) ) do (8)

w

There exists a constant M > 0 such that

Sup/|sz>kh |da <M < oo,
zeK
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for every w > 0. Setting

- ]\14/5 X (2 % s () dor (1),

since ¢ is convex we have

(A1l / X (2 5 o (8)) der(£)) = G(kM2)]| floc + (1 = k)0)
< k(MM flloo) + (1 = K)$(0)

SISl g7 [ (e )l ()

So,
[ aulerdmz) = [ 6085 - ) dm(2)
K\C K\C
<[ X (2A||foo / w |xw<z*hw<t>>|da<t>) dm(z)
<[ = T e / DA Flloe) oo (= o (1)) dor (1)) (=)

W/g <¢(2>\M||f||oo)/K\Ca(sw)|xw(z*hw(t)—)|dm(z)> do (1)

m /g S(2AM || f||oc) dor(t) = % e

Since C' is compact, we have m(C) < co. Also, for every measurable set
A C C we have

/¢(/\|Swf(2)*f(2)l)dm(2)é/¢(2)\M\|f||oo)d0(t):¢(2/\M||f||oo)m(A)-
A A

. £ 1
So, for fixed € > 0, it suffices to take § < EXONYITIPSE to obtain

[ oSuFe) - F dm(e) <

for every measurable set A C C with m(A) < 4. Finally, applying the Vitali
convergence Theorem on C for family (g )w>0, the proof will be completed. [

For a Young function ¢ : K — C we denote

- / o(1£ (D)) dm(t),
K
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where f: K — C is a measurable bounded function.
Under the following condition, we prove the next result. We assume that
there exists a vector subspace ) C L¢(K ) such that for every g € Y,

limsup || x|l ) 14 (/ ()g(z)dm(z)> < CI§ (9),
w—00 B, (.
for some C > 0.

Theorem 2.3. Let ¢ be a convex ¢-function and f € Y. Then, for some A > 0
such that

C
TE(SWf) < T IEOMY),
for sufficiently large w > 0.
Proof. Let A > 0 be such that the quantity If (AM f) < co. Then, we have

) do(t)) dm(z)

> [Xw (2 * hw(t))|d0(t)> dm(z)

IEOSuH) = [ oNSuF) dm(2)

S/K¢<>\/wa(2*hw(t))|<

ol ( [o (AM
<4 ( /H 6 (w /B , Fim(w

1
< —Aivwllzi T2 | AM
< =l ||L(K>¢,< |/B

for sufficiently large w > 0. This completes the proof. O

/ F(w)dm(u)
By, (t)

IN

/ f(w)dm(u)
B (t)

) (/[ xw<z*hw<t>>da<t>)) dm(2)

) < CrEoaryg),

M

w

f(u)dm(u)
®

Next, we prove the convergence result in the Orlicz space L?(K).

Theorem 2.4. Let ¢ be a convex ¢-function and f € Y. Then there is some
A > 0, we have

I NSwf = f)] = 0.

Proof. Let f € L?(K). By a density result (see, e.g.,[3]), there exists > 0 such
that for every € > 0 there is a function g € C,,(K) such that I (u(f —g)) < e.
Choose A > 0 such that 3A(1 + M) < p.

Now, we have

IEINSwf = )] < IEBMSwf — Swg)] + IX[BA(Swg — 9)] + IX[BA(f — 9)]
< (14 g7) e+ 15BN - o)L

and the proof follows from the Theorem P, since € is arbitrarily chosen. [
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3. Examples

3.1. Orlicz spaces

Assume that the function ¢, is defined by

op(u) := |uf’(c + [logful]), (u€R).

Then, ¢, is a Young function for ¢ > pQ(z j). Therefore, L?»(R) is an Orlicz

space. Suppose that p > 2, and the function M, is defined by
|ul?

M,(u) == Tog(e £ [al)’ (u € R).

Then, M, is a Young function with As-condition. Also, for each 1 < p < oo,
if the function N, is defined by N,(u) := |u[P/p, then the Orlicz space L» (R)
is same as the usual Lebesgue space LP(R). See [I'7, [¥] for more examples.

3.2. Kantorovich type operator
Ler H and K be the real line. Put h,(t) = t/w, and

U (t) = (H ”1) . (w>0),

w w

Fix a function y € L*(R), and for each w > 0 define x,,(t) := x(wt). Then by
(23], {xw}ws>o are kernel functions and we have

suit) =5 [
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